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1.1 Problem definition 
 
The European Water Framework Directive (WFD) 2000/60/EC (EU, 2000) aims at a good 

ecological status for all water bodies in the member states of the European Union by 2015. A 

major part of these water bodies can be classified as running waters or rivers. According to 

the WFD, rivers are to be assessed by comparing the actual status to a reference status. To this 

end, reference communities must be described that represent a very good ecological status. 

Additionally, for the development of a representative set of metrics for ecological river 

assessment, one needs to gain insight in the relation between the aquatic communities and the 

human activities affecting these water systems. Insights in these relations will also be valuable 

for detection of causes of particular river conditions (environmental impact assessment) as 

well as for decision-making in river restoration and protection management to meet and 

sustain the requirements set by the WFD. 

 

So far, ecological models have been rarely used to support river management and water 

policy. Models have however several interesting applications in this context. A summary of 

the potential value of (ecological) models in river management is presented in Figure 1.1 

(Goethals and De Pauw, 2001). First of all, through these models a better interpretation of the 

river status can be possible, the causes of the status of a river can be detected and assessment 

methods can be optimised. Secondly, these models can allow for calculating the effect of 

future river restoration actions on aquatic ecosystems and supporting the selection of the most 

sustainable options. Thirdly, these models can help to find the major gaps in our knowledge of 

river systems and help to setup cost effective monitoring programmes (Vanrolleghem et al., 

1999). 

 

Before such ecological models can be effectively applied in river management, however, 

several research challenges still remaining need to be tackled. Two major contemporary 

problems are here at order: 

- the need for reliable datasets, which are necessary to develop, train and validate ecological 

models seems to be an everlasting key problem. During the last decades, a lot of ecological 

data are being collected, but these efforts are often too fragmented, resulting in databases that 

are not compatible, lacking essential variables, etc. Often these problems are (were?) related 

to the organizational structure of water management boards and their too specific goals to 

allow an integrated water management; 
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- numerous modelling and data mining techniques have been developed, but the particular 

strengths and weaknesses of these techniques remain unclear. This is partly because there is a 

lack of sound methodologies and criteria (indicators) to assess the models’ qualities for 

practical use in decision support. A major source of criticism on the application of ecological 

models in water management originates from a lack of success stories in which models play a 

glamorous role. Indeed model studies often end after their development and theoretical 

validation. However model developers and water managers can both benefit from feedback 

studies in which the added value of models in the decision making is analysed once the effect 

of management decisions has taken place. 

 

 
 
Figure 1.1 Potential applications of models for information and decision support in river 

management (Goethals and De Pauw, 2001). 
 

The above challenges are the core research goals of this PhD study (Table 1.1). Evidently it is 

impossible to solve all problems related to the development and application of ecological 

models for decision support in water management in this study. However, several approaches 

presented in this manuscript can act as a basis to enhance the development of better 

monitoring methods, databases, ecological indices, models, validation techniques and decision 

support systems and encourage water managers to make use of ecological informatics 

techniques during their challenging task of satisfying all stakeholders in the water sector and 

this in a sustainable way. 
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Table 1.1 Major contemporary research challenges related to the development and 

application of ecological models for decision support in water management 
that have been taken into consideration in this thesis. 

 
 

Monitoring methods and 
database set-up 

 

 
Model construction, assessment, 

comparison and application 

 
- selection and combination of environmental 
variables 
- type of variables 
- number of measurements (instances) 
 

 
- model development techniques 
- model assessment methods 
- model comparison and application for 
decision support in river management 

 

 

1.2 Scope and objectives 
 
The present thesis aims at determining the appropriate variables and ecosystem processes by 

using different data mining and modelling techniques to predict biological communities 

present in rivers. This approach allows for deriving rules that contribute to a better 

understanding of river ecosystems and support of their management. 

 

The research mainly focuses on macroinvertebrates in brooks and small rivers in Flanders 

(Belgium). The selected sampling sites are characterized by a gradient ranging from nearly 

natural situations to severely impacted (water pollution, physical habitat degradation) ones. 

 

The applied modelling techniques in this research are all data driven approaches. In this 

manner, an a priori and often biased knowledge of ecological experts has not been used 

during the model development process. However, when discussing the results, the outcome of 

the data driven models has been compared to expert rules from literature. 

 

The developed models have been put in practice to support decision making in water 

management. In this way, a crucial validation step, often lacking in many model development 

and assessment studies has been made and this can probably also help to pursue river 

managers of the added value of such ecological models. These models can as such become 

essential tools to convince stakeholders to make the necessary investments and/or activity 

changes as desired by society. 
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The thesis research is divided in four core parts dealing respectively with: 

- State-of-the-art of ecological informatics, decision support in river management and habitat 

modelling techniques (with a focus on macroinvertebrates); 

- Establishment of monitoring networks and ecological databases to develop models 

predicting aquatic macroinvertebrates in rivers; 

- Development of predictive ecological models based on data driven methods (classification 

trees and artificial neural networks); 

- Application of predictive ecological models for decision support in integrated river 

management. 

 

The individual chapters grouped in these four parts are briefly described in the next 

paragraphs and further elucidate the specific goals of the research. 
 

This first set of chapters (Chapter 2-3) reviews applications of ecological informatics in water 

management. In this first chapter (Chapter 2), the need of ecological models is illustrated. In 

particular insights are needed between river characteristics and biological communities for the 

optimization of ecological indices as well as for the prediction/allocation of the impacts of 

water uses as a prerequisite to make integrated cost-benefit analyses in river management. 

Both goals are very important for the implementation of the WFD. In the second chapter of 

this part (Chapter 3), different approaches to describe relations between river characteristics 

and biological communities are presented. Major focus is given on the development and use 

of data driven models for predicting macroinvertebrates. In an attempt to provide a 

straightforward methodology to compare the quality of the predictions on the basis of 

different techniques, the first part of Chapter 3 is dealing with the assessment of predictive 

models. 
 

The second core part is dealing with the data and ecological information collection and only 

consists of one chapter (Chapter 4). It is merely a description of the monitoring networks and 

methods, the river site selection criteria, the database set-up and expert knowledge on 

Gammarus and Asellus habitat preferences found in literature. Two databases are presented in 

this chapter. The first database (constructed for the development of a river sediment 

assessment system) consists of measurements conducted in whole Flanders during the period 

1996-1998. In total 360 sites were monitored. The macroinvertebrates were collected by 

means of a Van Veen grab sampler. Mainly river sediment variables were analyzed. The 
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second database was developed during the period 2000-2002 and contains measurements 

conducted in 60 different sites in the Zwalm river basin, sampled each year. This database 

(and monitoring methods) was specifically constructed for the development of habitat 

suitability models. The macroinvertebrates were collected using nets and artificial substrates. 

In addition, water quality and physical habitat variables were used to describe the river 

characteristics of each site. A standardized methodology to describe and assess different 

structural and morphological characteristics is therefore presented. The last component of this 

chapter is devoted to an overview of expert knowledge related to Gammarus and Asellus, the 

two selected taxa for the data driven model development research. 

 

The third part contains the core research of this PhD study and is divided in two chapters 

(Chapters 5 and 6). Based on the available datasets, two model development techniques were 

applied to the datasets: classification trees and artificial neural networks (ANNs). In addition 

and combination with the ANN models, several methods were used to analyse the 

contribution of environmental variables to predict macroinvertebrates in a reliable manner and 

to detect the major river characteristics to describe the habitat suitability for the different taxa. 

For the classification tree method, the major variables are automatically selected (and are for 

an important part influenced by the pruning settings of the method) and visualised. Both data 

driven model development methods can in this manner be more easily compared. In this 

manner, one also obtains insight in the effect of river conditions on the presence/absence (or 

abundance) of macroinvertebrates and the outcomes of the models can be compared with 

ecological expert knowledge from literature. These model development and habitat suitability 

studies focus on two taxa, the crustaceans Gammarus and Asellus.  

 

In Chapter 5, seven transition components can be distinguished. The first component 

describes the methodologies behind the data analysis and preparation, development of 

predictive models based on data driven methods and the model validation methods. The 

second component presents the results of the application of data analysis and preparation 

methods, while the other five components present the following results: 

- development of habitat suitability models based on classification trees to predict Gammarus 

and Asellus in river sediments in Flanders; 

- application of backpropagation artificial neural networks predicting Gammarus and Asellus 

in river sediments in Flanders; 
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- development of habitat suitability models based on classification trees to predict Gammarus 

and Asellus in the Zwalm river basin; 

- application of backpropagation artificial neural networks predicting Gammarus and Asellus 

in the Zwalm river basin; 

- a comparative discussion of the obtained results. 

 

By means of predictive ecological models the effects of specific management options can be 

evaluated in a more transparent and rational way. The aim of this second results chapter 

(Chapter 6) is to make a crucial validation step by analysing the feasibility of using this type 

of data driven models to solve practical management problems. This chapter tries in this 

manner to illustrate the added value of models in water management to select sustainable 

restoration options, but also to get insight in the basic relations between river characteristics 

and inhabiting communities. Also the selection of monitoring sites is aided by means of the 

models. In this manner, the feasibility of models to improve the processes as illustrated in 

Figure 1.1 is practically investigated. 

 

The thesis ends with a general discussion (Chapter 7) about the scientific and practical 

meaning of the obtained results and the future prospects of continuing research. 

 



 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Chapter 2 
A general concept of integrated monitoring, assessment, 

modelling and management of rivers 
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                                                                                                                                                                                 10
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



                                                                                                                                                                                 11
 

2.1 Introduction 
 
In Belgium, different water policies are being developed in the Flemish, Brussels and 

Walloon regions. Because parts of the major river basins (the Scheldt and the Meuse river 

basins, Figure 2.1) are situated in these three regions, the water policies are often conflicting 

between the different regions, resulting in ineffective and inefficient management of these 

water systems (e.g. many investments during the nineties, so far did not result in a clear 

improvement of the ecosystem quality in several river basins). Particular examples are water 

quality management, flood control and restoration of fish migration. These are issues that 

need an integrated approach over all regions, because one particular region is not able to 

restore or control these aspects within the borders of its territory and related responsibility. On 

top of this, contemporary river management is scattered in different manners in Belgium, 

often resulting in specific and conflicting targets for the responsible managers. The major 

divisions are based on river system sizes, system components (surface water, sediments, 

groundwater, aquatic ecosystems, etc.) and stakeholder (water uses) related issues. 

 

The high need for a more integrated approach resulted in the very recent development of river 

basin committees (in total eleven in Flanders, Figure 2.1), in which delegated managers of the 

different administrations interact to obtain the best integrated management solution for that 

water system. The different stakeholders take part in these debates (water quantity managers, 

land use planners, wastewater collection and treatment managers, drinking water production 

companies, ecologists, etc.). However, gaining more insight in the water system and its social 

and economic functions is therefore needed. Information on the specific interests of certain 

stakeholders as well as the application of tools that allow a multi-criteria analysis can ease the 

discussion between all involved managers. This stresses the need of an interdisciplinary 

scientific approach to develop the required tools for this purpose (Scoccimarro et al., 1999; 

Pavlikakis and Tsihrintzis, 2003; Mustajoli et al., in press). 

 

In particular scientific tools which can bridge the gap between the economic market and the 

natural market of (aquatic) ecosystems are of paramount importance to attain sustainability 

characterized by a growth of the economic development allowing ecosystem repair and 

regeneration (Costanza et al., 1997; Hansell et al., 2003). For this purpose, data collection and 

preparation should be based on insights in the river processes at different spatial and temporal 

scales (Lau et al., 1999), but also include the needs of the managers, allowing discussions 
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among all involved participants and thus making decisions more transparent (Denzer et al., 

2000). Cost-benefit analyses are good instruments for this goal and predictive models 

embedded in a decision support system (DSS) can be valuable tools to deliver the necessary 

data for the in depth analysis of the different restoration options (Jolma et al., 1997; Alkemade 

et al., 1998; Lam et al., 2004). These models allow the prediction of water quality (e.g. Jolma 

et al., 1997, Sigua and Tweedale, 2003) or biological communities (e.g. Larson and Sengupta, 

2004) in river stretches for different restoration scenarios, being the necessary basis for cost-

benefit analyses enabling the selection of the most feasible management plan. An example of 

a concept of such a DSS is presented in the final part of this PhD research. 

 

 

 

Meuse river basin 

Scheldt river basin 

Ijzer river basin 

Brugse Polders 

REGIONS AND MAJOR RIVER BASINS IN BELGIUM 

(SUB)RIVER BASINS IN FLANDERS 

Flanders

Wallony

Brussels 

Figure 2.1 The Scheldt and Meuse river basins in France, Belgium and The 
Netherlands. Major part of the Scheldt river basin is located in Flanders 
(northern part of Belgium). Recently Flanders is from a water management 
perspective divided in eleven river drainage basins. 
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2.2 Concepts of economic value of ecosystems 
 
The concept of economic value of ecosystems can be a useful guide when distinguishing and 

measuring where trade-offs between society and the rest of nature are possible and where they 

can be made to enhance human welfare in a sustainable manner (Farber et al., 2002). From the 

perspective of welfare economics a useful common terminology regarding economic 

valuation is provided. This perspective regards values as the assessment of human preferences 

for a range of natural or non-natural ‘objects’, services and attributes (Turner et al., 2001). 

The total economic value of a resource can be broken down into different categories (Turner 

et al., 2001): 

- Use values involve some interaction (actual use) with the resource, either directly or 

indirectly. Indirect use value derives from services provided by the ecosystem (e.g. the 

prevention of downstream flooding). Direct use value involves interaction with the ecosystem 

itself rather than via the services it provides and can be consumptive or non-consumptive (for 

example recreational and educational activities); 

- Non-use values are associated with benefits derived simply from the knowledge that a 

resource is maintained. They suggest non-instrumental values that are in the real nature of the 

thing but not associated with actual use, or even the option to use the thing (Turner et al., 

1994). Existence values (derived from the satisfaction of knowing that some feature of the 

environment continues to exist), bequest values (associated with the knowledge that a 

resource will be passed on to descendants to maintain the opportunity for them to enjoy it in 

the future) and philanthropic values (associated with the satisfaction from ensuring resources 

are available to contemporaries of the current generation) are examples of non-use values. 

Two other categories of values can be mentioned, not related to the initial distinction between 

use and non-use values. Option value refers to the fact that an individual derives benefit from 

ensuring that a resource will be available for use in the future, it reflects the value people 

place on a future ability to use the resource. Quasi-option value is associated with the 

potential benefits of awaiting improved information before giving up the option to preserve a 

resource for future use. 

 

Some of these values can be relatively easy monetised, others however are less tangible. 

Table 2.1 (Turner et al., 2001) gives a general overview of different valuation methods that 

have been developed to estimate the value of resources. 
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Table 2.1 Valuation methodologies relating to ecosystem functions (Turner et al., 2001). 
 
Valuation Method Description Direct 

use 
values 

Indirect 
use 

values 

Non-use 
values 

Market Analysis use of market prices x x  

Public Pricing public investment as a surrogate for 
market transactions 

x x x 

Hedonic Price 
Method 

derive an implicit price for an 
environmental good from analysis of 
goods for which markets exist and 
which incorporate particular 
environmental characteristics 

x x  

Travel Cost 
Method 

costs incurred in reaching a 
recreation site as a proxy for the 
value of recreation 

x x  

Contingent 
Valuation Method 

construction of a hypothetical market 
by direct surveying of a sample of 
individuals and aggregation to 
encompass the relevant population 

x x x 

Damage Costs 
Avoided 

costs that would be incurred if an 
ecosystem function were not present 

 x  

Defensive 
Expenditures 

costs incurred in mitigating the 
effects of reduced environmental 
quality 

 x  

Relocation Costs expenditures involved in relocation 
of affected agents or facilities 

 x  

Replacement Costs potential expenditures incurred in 
replacing the function that is lost 

x x x 

Restoration Costs costs of returning a degraded 
ecosystem to its original state 

x x x 

 

The application of assumptions behind valuation methods shows that not all the effects can be 

monetised by each method. Therefore the inclusion of some effects into an assessment puts its 

limits on the choice of freedom regarding the selection of techniques. Furthermore, one 

should proceed with caution when using the results of different valuation studies that are 

based on different methods. The integration of the outcomes of valuation studies can be 

questioned when different assumptions have been made. Therefore, as a policy science, 

ecological economics is context-sensitive and action oriented (Shi, 2004), nevertheless it can 

help to make water management more sustainable by integrating relevant interactions 
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(McCoy, 2003), tuning decision making to social needs (Melloul and Collin, 2003), allowing 

the calculation of ‘true’ amounts of compensation for losses resulting from environmental 

disasters (Dunford et al., 2004), etc. In the next paragraph, the potential of ecosystem 

valuation methods will be analysed in the perspective of (surface) water management in 

Flanders.  

 
2.3 Contemporary aquatic (eco)system assessment in 

Flanders  
 
2.3.1 Biological monitoring and assessment for decision support in 

water management 
 
2.3.1.1 Advantages and disadvantages of monitoring and assessment 

methods based on macroinvertebrates 
 
Indicators are now widely used in many counties and regions to steer sustainable development 

(Yuan et al., 2003). The biotic component of an aquatic ecosystem may indeed be considered 

as an ‘integrating-information-yielding unit’ for assessment of its quality. Biological 

communities also integrate the effects of mixed types of stress and in certain cases already 

respond before analytical detection allows for (De Pauw and Hawkes, 1993).  
 

Among the biological communities, the macroinvertebrates are by far the most frequently 

used group for bioindication in standard water management (Woodiwiss, 1980; Helawell, 

1986; De Pauw et al., 1992; Rosenberg and Resh, 1993; Metcalfe-Smith, 1994; Hering et al., 

2004). The term ‘macroinvertebrates’ however, does not respond to a taxonomical concept 

but to an artificial delimitation of part of the groups of invertebrate animals. In general, in 

running waters, one considers macroinvertebrates as those organisms large enough to be 

caught with a net or retained on a sieve with a mesh size of 250 to 1000 µm, and thus can be 

seen with the naked eye. In fact most of them are larger than 1 mm (e.g. Cummins, 1975; 

Sladecek, 1973; De Pauw and Vanhooren, 1983; Rosenberg and Resh, 1993; Ghetti, 1997; 

Tachet et al., 2002).   
 

The majority of aquatic macroinvertebrates has a benthic life and inhabits the bottom 

substrates (sediments, debris, logs, macrophytes, filamentous algae, etc.) and for this reason in 

the literature about biological water quality assessment methods one is often referring to them 

as benthic macroinvertebrates or macrozoobenthos (Rosenberg and Resh, 1993). Other 
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representatives of the macroinvertebrates, however, also serving as bioindicators, are pelagic 

and freely swimming in the water column, or pleustonic and associated with the water surface 

(Tachet et al., 2002).  
 

The reasons for macroinvertebrates being so popular in bioassessment are numerous (e.g. 

Hawkes, 1979; Sladecek, 1973; Helawell, 1986; Metcalfe, 1989; Norris and Georges, 1993; 

Hering et al., 2004). Macroinvertebrates are ubiquitous and abundant throughout the whole 

river system in the crenal, rhitral as well as the potamal part (Illies, 1961). They play an 

essential role in the functioning of the river continuum food web (e.g. Vannote et al., 1980; 

Giller and Malmqvist, 1998). 
 

Since macroinvertebrates are a heterogeneous collection of evolutionary diverse taxa, this 

means that at least some will react to specific changes in the aquatic environment, natural as 

well as imposed. They are not merely affected by different types of physical-chemical 

pollution (e.g. organic enrichment, eutrophication, acidification), but as well by physical 

changes and anthropogenic manipulation of the aquatic habitat (e.g. canalisation, 

impoundment, river regulation) (cf. Figure 2.2). Macroinvertebrates can thus be used for the 

assessment of the water as well as the habitat quality (Armitage et al., 1983) and enable a 

holistic assessment of streams.   
 

Macroinvertebrates have furthermore the advantage to be relatively easy to collect and 

identify, and to be confined for most part of their life to one locality on the river bed and are 

therefore indicative of the changing water qualities. As such, they act as continuous monitors 

of the water flowing over them as opposed to chemical samples of the water taken at one 

time. Having long life spans, macroinvertebrates integrate environmental conditions over 

longer periods (weeks, months, years) and thus sampling may be less frequent (De Pauw and 

Hawkes, 1993; Giller and Malmqvist, 1998; Tachet et al., 2002).      

 

Using macroinvertebrates as monitors of river (water) quality however has also its limitations. 

Quantitative sampling for example is difficult because of their non-random distribution in the 

river bed. Because of the seasonality of the life cycles of some invertebrates, e.g. insects, they 

may not be found at some times of the year (e.g. Linke et al., 1999; D’heygere et al., 2002; 

Tachet et al., 2002). An appreciation of this seasonality enables this to be taken into account 

in interpreting the data. As shown in Figure 2.2, factors other than water quality are also 
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important determinants of benthic communities. Of these the related factors of current 

velocity and nature of the substratum are overriding ones determining the nature of the 

community, especially in relation to invertebrates. Since these factors differ along the river in 

different zones, different communities become established at different sites with the same 

water quality (Giller and Malmqvist, 1998). Therefore, in practice where possible, sampling 

sites having similar benthic conditions are selected or a typology is developed consisting of 

distinct river types with adapted sampling and assessment systems (e.g. Hering et al., 2004). 

Some assessment systems, e.g. RIVPACS (Wright et al., 1993), even predict the reference 

communities on the basis of a set of local river features as a basis for the assessment. 
 

 

 

Figure 2.2 Water quality and non-water quality determinants of benthic communities in 
rivers (after Hawkes, 1979; De Pauw and Hawkes, 1993). 

 

 

A last limitation of macroinvertebrates is their restricted geographic distribution, the 

incidence and frequency of occurrence of some species being different in rivers throughout 

the region. Furthermore, because of their geographic distribution, species at the edge of their 

natural distribution range are theoretically more sensitive to additional stress – pollution than 

those at the centre of their distribution. It would therefore not be possible to have a universal 

system of biological assessment based on the response of the same species/taxa (Sandin et al., 

2000). 
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2.3.1.2 Elements of biological monitoring and assessment methods based 
on macroinvertebrates 

 
The main elements of biological monitoring and assessment methods are summarized in 

Figure 2.3. Monitoring includes the sampling and sample analysis that is the collection of 

information, while assessment on the other hand is the interpretation of the data (Chapman, 

1992). The assessment involves the numerical evaluation and index calculation, the 

classification of the indices into quality classes, the testing of compliance with standards, and 

finally the graphical presentation. Not all monitoring and assessment methods however apply 

all the elements presented.  
 

 

Figure 2.3 Elements of biological monitoring and assessment methods (after Knoben et al., 
1995). 

 

The history of bio-assessment of rivers is a good hundred years old taking a definite start in 

Europe in 1902 with the development of the saprobic system introduced by Kolkwitz and 

Marsson and in the US in 1913 with the development of a river water quality classification 

system by Forbes and Richardson (Richardson, 1928) (cf. reviews by Hynes, 1971; Sladecek, 

1973; Persoone and De Pauw, 1979; Woodiwiss, 1980; Metcalfe, 1989; De Pauw et al., 1992; 

Roldan, 1992; Rosenberg and Resh, 1993; Sandin et al., 2000; Hering et al., 2004). Although 
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the main focus in the beginning was on micro-organisms (a.o. plankton), macroinvertebrates 

as bio-indicators rapidly gained in importance (cf. Bartch and Ingram, 1966; Mackenthun, 

1969; Sladecek, 1973; Rosenberg and Resh, 1993; Hering et al., 2004). The earlier systems 

were purely descriptive or qualitative and mainly based on the presence or absence of 

indicator species in the first place related to discharges of domestic sewage, i.e. organic 

pollution. Since early 1950 however biologists felt the need to convey their complex 

biological data in a numerical form such as indices or scores (e.g. Beck, 1954; Knöpp, 1954; 

Pantle and Buck, 1955). Today over 100 different biotic indices have been described (De 

Pauw et al., 1992; Ghetti and Ravera, 1994; Hering et al., 2004). Yet, many ecologists remain 

sceptical regarding the possibility and advisability of expressing complex biological 

communities in terms of a single numerical value. Nevertheless the pseudo-accuracy of a 

biotic index, is apparently more acceptable to the non-biologist and administrator than 

biological survey data expertly interpreted. To ensure biological information is made more 

comprehensible and therefore more acceptable in decision-making, the use of indices is 

probably justifiable although by using them information is inevitably lost. Having reduced the 

original data to a number there is a danger that it can then be more readily misused (Seegert, 

2000).  

 

2.3.1.3 Different assessment approaches based on macroinvertebrates 
 
2.3.1.3.1 Introduction 
 
Analysis of the macroinvertebrate communities in rivers can theoretically be structural, 

functional, taxonomical and non-taxonomical in approach (Matthews et al., 1982). Most of 

the actually used bio-assessment systems are however structural and taxonomical, what means 

relying for example on the presence or absence of particular taxa, the sensitivity of particular 

taxa, the taxa richness, taxa abundance, taxa diversity. All that information can be converted 

into numerical values, including indices and scores. Most assessment methods are based on 

the analysis of species assemblages or populations of particular taxonomic groups of benthic 

macroinvertebrates (e.g. oligochaetes, chironomids). Assessment methods based on organism-

level indicators (biochemical, physiological, morphological deformities, behavioural 

responses and life-history responses) are not considered here. 
 

Reviewing the common assessment methods in Europe based on structural-taxonomical 

analysis, Metcalfe (1989) distinguishes three major approaches to assess the response of 
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macroinvertebrate communities to pollution: namely the saprobic, biotic and diversity 

approaches. In recent years however, also several new approaches were developed. Since the 

eighties for example, the use of multi-metric assessment systems, like the Index of Biotic 

Integrity, initiated in the US became more and more popular (Karr and Chu, 1999). Another 

approach was the introduction in the UK of RIVPACS which led to methods in which the 

comparison with reference conditions became central, a principle which was later adopted in 

the assessment proposal of the European Water Framework Directive (WFD) (EU, 2000). A 

last approach, although existing for some time already and for which a growing interest exists, 

is the use of multivariate analysis to distinguish among different river typologies and 

communities and which can be considered as a type of similarity indices. In the next 

paragraphs, a brief overview of these major approaches is presented. 
 

2.3.1.3.2 Saprobic approach 
 
The saprobic approach was the first river assessment system to be developed, already at the 

beginning of the 20th century by Kolkwitz and Marsson (1902), and later on expanded by a.o. 

Zelinka and Marvan (1961), Liebmann (1962) and Sladecek (1973). The objective is to 

provide a water quality classification based on the pollution tolerance of the indicator species 

present (= Response A in Table 2.2). Every species has a specific dependency of organic 

substances and thus of the dissolved oxygen content: this tolerance is expressed as a saprobic 

indicator value. The advantage is a quick classification of the investigated community by 

means of a saprobic index, which can be made on a universal scale (e.g. DEV, 1988-91). A 

major problem is the identification of the organisms up to species level. The saprobic index 

calculation also requires the assessment of abundances. The indicator system furthermore 

implies more knowledge than actually exists: pollution tolerances are highly subjective and 

based on ecological observations and are rarely confirmed by experimental studies.   
 

2.3.1.3.3 Diversity approach 
 
The diversity approach uses three components of community structure: richness (B), evenness 

(D) and abundance (C) (Washington, 1984). Diversity indices developed from information 

theory methods (Shannon and Weaver, 1949) have been used by Patten (1962), Wilhm and 

Dorris (1966), etc. The objective aims at evaluating the community structure with respect to 

occurrence of species. The diversity indices relate the number of observed species (richness) 

to the number of individuals (abundance). The principle is that disturbance of the water 
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ecosystem or communities under stress leads to a reduction in diversity. The advantages of 

diversity indices lay in the fact that they are easy to use and calculate, applicable to all kinds 

of watercourses, have no geographical limitations and are best used for comparative purposes. 

Having no clear endpoint or reference level is however the main problem; the diversity in 

natural undisturbed waters can indeed vary considerably, moreover, all species have equal 

weight. This is probably the reason why not one country in Europe has adopted a diversity 

index as a national standard for biological water quality assessment (see De Pauw et al., 1992; 

Ghetti and Ravera, 1994; Nixon, 2003).      
 

Table 2.2 Biocoenotic responses of indicator value induced by polluting discharges (after 
De Pauw and Hawkes, 1993). 

 
Response class Species vs. community 

response 
Response description 

A species the appearance or disappearance of individual 
species 

B community a reduction in numbers of species/taxa present 
i.e. a reduction in diversity 

C community a change in the population of individual species  

D community a change in the proportional species composition 
of the community 

 
 
2.3.1.3.4 Biotic approach 
 
The biotic approach on the other hand incorporates desirable features of the saprobic and 

diversity approaches combining a quantitative measure of species diversity (B) with 

qualitative information on the ecological sensitivities of individual taxa (A) into a single 

numerical expression (cf. Table 2.2). Woodiwiss (1980) rightly distinguishes between biotic 

indices and biotic scores which although using the same responses A + B do so in quite 

different ways. In the biotic index approach the index is directly taken from a table in which 

the taxa richness is combined with the presence of the most sensitive taxon (e.g. the Trent 

Biotic Index, Woodiwiss, 1964). In the biotic score system on the other hand a score is 

allocated to each taxon. The score for the site is then derived by summing the individual 

scores. The biotic score may also include a measure of abundance of the organisms (e.g. 

Chandler, 1970). The objective of biotic indices or scores is to assess the biological water 

quality of running waters, in most cases based on macroinvertebrates, and to measure various 
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types of environmental stress, organic waters, acid waters, etc. The principle is that 

macroinvertebrate groups disappear as pollution increases and that the number of taxonomic 

groups is reduced as pollution increases. Mackenthun (1969) identified the following stepwise 

disappearance of macroinvertebrates subsequent to increasing pollution: stoneflies 

(Plecoptera), mayflies (Ephemeroptera), caddisflies (Trichoptera), scuds (Amphipoda), 

aquatic sowbugs (Isopoda), midges (Diptera) and bristle worms (Oligochaeta). 
 

The advantages are that only qualitative sampling is required and that identification is mostly 

at family or genus level and that there is no need to count abundances per taxon. The 

problems on the other hand are how to determine representative reference communities to 

which the investigated stations can be compared to. Also should an optimal biological 

assessment be achieved through regional adaptations. 
 
2.3.1.3.5 Multimetric approach 
 

The first true explicitly called multi-metric systems were developed in the US by Karr (1981) 

for assessments with fish. Recently similar systems are also being designed for benthic 

macroinvertebrate communities (US-EPA, 1996; Barbour et al., 1992; Karr and Chu, 1999; 

Hering et al., 2004). In multi-metric systems, several metrics representing different 

characteristics of the macroinvertebrate community are summed up into one index value or 

score (e.g. Barbour and Yoder, 2000) which is an expression of the overall quality. It is 

expected that working with more descriptors will result in an index being representative for a 

specific aquatic environment (e.g. the Acidification Index developed by Johnson, 1998). 

Multimetric systems may include structure metrics, community balance metrics, tolerance 

metrics, feeding group metrics and others (e.g. US-EPA, 1996). Within the context of the 

implementation of the EU Water Framework Directive (WFD), the European project AQEM 

(The Development and Testing of an Integrated Assessment System for the Ecological 

Quality of Streams and Rivers throughout Europe using Benthic Macroinvertebrates) has been 

proposing a strategy and methodology for the establishment of multi-metric assessment 

systems for different streams in Europe based on macroinvertebrates (Hering et al., 2004). 

Most of the multi-metric systems do not aim to separate the impact of different stressors 

(Lorenz et al., 2004). However, it has been recommended that the developed multi-metric 

systems should be stressor specific (e.g. for organic pollution, acidification, morphological 

degradation), to ease the cause allocation under conditions of deterioration. Examples of such 
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stressor-specific systems can be found in Brabec et al. (2004) and Buffagni et al. (2004). For 

the assessments of the sediment quality in rivers, a TRIAD approach has been developed 

combining physical-chemical, ecotoxicological and biological information based on 

macroinvertebrates (De Cooman et al., 1999; De Pauw and Heylen, 2001).   
 

2.3.1.3.6 Ecological Quality Ratio approach 
 
The assessment value obtained with any index system can be compared with a reference 

status to be reached, by calculating the proportion between both values. This is called the 

Ecological Quality Ratio (EQR) according to the EU Water Framework Directive (EU, 2000). 

The reference can be based on real samplings, expert knowledge, historical data or predictive 

models, or a combination of these. An example of an EQR is the Environmental Quality Index 

(EQI) based on the ‘River Invertebrate Prediction and Classification System’ (RIVPACS) 

developed in the UK (Armitage et al., 1983; Wright et al., 1993; De Pauw, 2000; Wright et al, 

2000). The principle of RIVPACS is that on the basis of the physical-chemical features of the 

river it is possible to predict which macroinvertebrate taxa should be present under these 

conditions. The predicted reference conditions can then be compared with the observed 

macroinvertebrate communities. The RIVPACS EQI can be calculated with different metrics 

or indices, for example the BMWP, the ASPT or the number of taxa (NOT) (Sweeting et al., 

1992). Based on RIVPACS, other similar models have been developed in Australia 

(AUSRIVAS: ‘Australian River Assessment Scheme’, e.g. Davies, 2000; Smith et al., 1999) 

and Canada (BEAST: ‘Benthic Assessment of Sediment’, Reynoldson et al., 2000). 

 
2.3.1.3.7 Multivariate approach 
 
Several multivariate techniques have been applied in water quality assessment using 

macroinvertebrates (Norris and Georges, 1993). The basis for the multivariate approach is the 

similarity index (Sandin et al., 2000). The most commonly used similarity index is the 

Jaccard’s index (Jaccard, 1908 and Washington, 1984). This index expresses the percentage 

of species shared between two sites. Other examples are the percentage similarity index 

(Whittaker, 1952), Bray-Curtis dissimilarity index (Bray and Curtis, 1957), Sorensen index 

(Sorensen, 1948) and Euclidean of ecological distance (Williams, 1971). All these indices 

give an indication how much a biological community at each sampled site is similar to the 

median of all reference communities and are not resulting in an assessment class as such. 
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Multivariate techniques are since the nineties also commonly applied for the development of 

multimetric systems. The selection of the metrics is based on how complementary or 

explanatory these are. The complementary of score systems is necessary to guarantee that 

correlated metrics do not dominate the overall assessment, while the explanatory aspects are 

interesting to get insight in the causes of deterioration. Since the new millennium, also a shift 

in use from multivariate statistical (classification, ordination, regression, clustering, etc. based 

on data distribution functions) to soft computing (based on heuristic search methods, e.g. 

artificial neural networks, inductive logic programming, etc.) techniques has started. Major 

examples of assessment systems using multivariate approaches are RIVPACS and AusRivAS 

(Davies, 2000). Examples of indices of the different assessment approaches based on 

macroinvertebrates are given in Table 2.3.  
 

Presently, the most commonly applied indices in Europe are based on the saprobic and biotic 

approach. According to Nixon (2003) 11 countries (mainly Central and Eastern Europe) are 

assessing river water quality by means of the saprobic system, while another 11 are using one 

or another biotic index. The saprobic system would produce comparable results, whereas the 

biotic indices used by one country may not necessarily be comparable with that used in 

another. Recently, however, as an incentive of the European WFD also (stressor-specific) 

multi-metric systems, originating from the US, are now being developed and introduced. In 

contrast with the saprobic and biotic indices which are solely based on a community structure 

analysis, the multi-metric assessment systems may also include functional and non-taxonomic 

characteristics. Also, diversity indices which are nowhere used as a national standard are now 

being included as a separate metric in these multi-metric systems (e.g. Hering et al., 2004). 

For the assessments based on macroinvertebrates, also more and more use is being made of 

multivariate analysis which has the advantage to clearly link the biological communities to the 

river typology. Other characteristics which received attention during the last decade in 

assessments are the macroinvertebrate community structure related to the feeding strategy, 

migration or habitat use (e.g. Index of Trophic Completeness (ITC); Pavluk et al., 2000) and 

the use of key or target species (in how far does the species or taxa composition correspond 

with the expected composition of a particular type of surface water), (e.g. Lorenz et al., 2004). 
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2.3.2 Ecological indices used in Flanders and limitations for cost-
benefit analyses 

 
Also in Flanders, a number of ecological/biological indices are available that inform decision 

makers in a condensed way about the potential changes in the ecological quality as a result of 

their decisions. A brief overview of the two major contemporary river quality assessment 

methods used to steer the water system management at a regional level (Flanders in 

particular) is given underneath (Goethals and De Pauw, 2001). 
 

The Belgian Biotic Index (BBI) was developed as a policy tool to get insight in the biological 

condition of watercourses in Flanders (De Pauw and Vanhooren, 1983). The methodology 

was standardized to allow a convenient application of the methodology in whole Flanders 

(Belgium). The BBI method uses macroinvertebrates as indicators for the level of pollution. 

The methodology is based on the theorem that increasing pollution will result in a loss of in-

stream biodiversity and a progressive elimination of certain pollution sensitive groups. 

Besides the BBI, a Fish Index or Index of Biotic Integrity (IBI) (e.g. Belpaire et al., 2000) is 

still under development for the Flemish watercourses. The index is based on a set of fish 

community characteristics, often referred to as metrics and related to species composition, 

trophic composition and fish condition. Similar indices are under development for the other 

biological communities in the context of the implementation of the Water Framework 

Directive. 

 

Next to several misuses (Seegert, 2000; Failing and Gregory, 2003), a major drawback to 

these indices is that they only allow gaining insight into the quality of a particular system 

from a rather limited point of view, namely the ecosystem status from an ecologist’s 

perspective. Also, they often do not allow for allocating the causes of the water system 

condition. For these reasons, it is difficult to make cost-benefit analyses on the basis of these 

ecological indices. Therefore, the use of models linking stakeholder activities to ecosystem 

status might be more useful to solve this type of questions, and also allows for proactive 

monitoring important to protect natural resources (Lawson et al., 2003).  
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Table 2.3 Examples of commonly applied biological assessment methods based on 
macroinvertebrates. 

 
Approach/Method  
 

Country Reference 

Saprobic approach 
 

Saprobic Index (S) Austria Moog, 1995 
German Saprobic Index (S) Germany DEV, 1988-1991 
Diversity approach 
 

Diversity index (H’) Various Shannon and Weaver, 1949 
Biotic approach 
 

Belgian Biotic Index (BBI) Belgium (Flanders) De Pauw and Vanhooren, 1983; IBN, 
1984 

Bulgarian Biotic Index 
(BGBI) 

Bulgaria Uzunov et al., 1998 

Indice Biotique Global 
Normalisé (IBGN) 

France,  Belgium 
(Wallonia) 

AFNOR, 1992 
Vanden Bossche and Josens, 2003 

Danish Stream Fauna Index 
(DSFI) 

Denmark Skriver et al., 2001 

Indice Biotico Esteso (IBE)  Italy Ghetti, 1997 
BMWP, ASPT UK Armitage et al., 1983  
IBMWP Spain Alba-Tercedor and Sanchez-Ortega, 

1988 
Family Biotic Index (FBI) USA Hilsenhoff, 1988 
IBPAMP Argentina Rodriguez et al., 2001 
NEPBIOS Nepal Sharma and Moog, 2001 
South African Score System 
(SASS) 

South Africa Chutter, 1972 

Acid Class Germany Braukmann, 2001 
Sequential Comparison Index 
(SCI) 

USA Cairns et al., 1968 

Multimetric approach 
 

Index of Biotic Integrity (IBI) USA Barbour et al., 1992 
Acidification Index Sweden Johnson, 1998 
EBEOSWA The Netherlands STOWA, 1992 
Environmental Quality Ratio (EQR) approach 
 

Environmental Quality Index 
(EQI) 

UK Sweeting et al., 1992 

RIVPACS UK Wright et al., 2000  
AUSRIVAS Australia 

Indonesia 
Smith et al., 1999 
Sudaryanti et al., 2001 

SWEPACS Sweden Sandin, 2001 
Other approaches 
 

Index of Trophic 
Completeness (ITC) 

Russia, The 
Netherlands 

Pavluk et al., 2000 

Gammarus/Asellus Index UK MacNeil et al., 2002 
 



                                                                                                                                                                                 27
 

The development of models needed for water management already has a fairly long history, 

e.g. Young and Beck (1974). Applications of models in the field of water management show 

their practical relevancy to decision makers (Pullar and Springer, 2000; Lam et al., 2004). 

However, it also reveals some shortcomings. Often, a striking shortcoming is the strict use of 

a hydrological/chemical/biological/ecological dimension in presenting information to decision 

makers. Policy studies on water management in The Netherlands show that decision makers 

have difficulties in understanding these dimensions and hence their importance to water 

management (Bouma, 1998). Indicating the economic value of the ecological quality would 

greatly facilitate the assessment made by decision makers while evaluating the interventions 

in ecosystems. If this statement is accepted as a starting point, the related questions to 

overcome the shortcomings of the use of modelling (in particular ecological modelling) are 

related to sound data collection and model development strategies and methodologies for 

decision support in river management. 

 

Although economic values for biological resources are increasingly being incorporated in 

cost-benefit evaluations of projects and policies, values for biodiversity tend not to be (Pearce, 

2001). Much of the literature on the economic valuation of biodiversity considers the value of 

biological resources and is linked only tenuously to the value of diversity. This is especially 

true for the studies that use stated preference techniques - questionnaire approaches which ask 

directly for willingness to pay for the resource (contingent valuation), or which elicit a value 

indirectly (conjoint analysis) (Pearce, 2001). Ecologists also draw attention to a wider 

insurance value of diversity in terms of its value in ecosystem integrity and functioning (Dietz 

and Adger, 2003). The diversity of plants, animals and micro-organisms appears to have a 

role in helping ecosystems to organise themselves to cope with shocks and stresses. Put in 

another way, diversity would appear to be linked to resilience, the capacity of ecosystems to 

deal with externally imposed change (Pearce, 2001). 

 

Up to now, contemporary river management in Flanders merely delivers ecological 

information on the basis of community indices, such as BBI and IBI (Goethals and De Pauw, 

2001). In this manner, the field data are filtered from the perspective of ecologists, aiming at 

restoring the system towards its natural condition. Therefore, these indices are very difficult to 

use for non-ecologists, e.g. fishermen, preferring the optimisation of only particular 

characteristics of fish communities during a valuation exercise. The value that people attach 

to the characteristics of fish communities that are embedded in an index, such as biodiversity, 
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evenness, biomass, amount of invasive species, etc., in the case of the IBI could be revealed 

by using, for example, contingent valuation or, for certain characteristics, market prices. In 

other words, what is the price for a certain number of fish (what can be specified on the basis 

of the species, size and weight). However a different monetary value will be obtained when 

one does not only look at the characteristics themselves, but also at the underlying factors that 

have led to those characteristics. The information from the indices is therefore often too 

scarce and not straightforward enough to allow the development of an efficient and effective 

river restoration policy due to the unknown specific local conditions and needs. With this 

information, it is merely possible to find out what the sites are that need specific management 

programmes to restore the systems (sanitation of very bad sites) or protect them (very good 

systems), but one is not able to select the most appropriate and optimal actions. Nevertheless, 

these indices were chosen as a major tool to assess water system conditions for the 

implementation of the WFD and will therefore play a major role in the water management in 

Europe during the coming years. However, when this surveillance monitoring will reveal river 

deterioration, additional monitoring will be necessary to allocate the impact to the human 

activities and set up a sanitation programme (D’heygere et al., 2002), as is the case in this 

study. For this purpose a combination of models and valuation methods could be considered. 

Therefore, models that can predict biological communities under different river conditions 

and related human activities are necessary.  

 

2.4 Discussion about the need for (ecological) models and 
related monitoring strategies for decision support in 
water management 

 
The use of cost-benefit analyses will be a good help for supporting the selection of convenient 

restoration actions, but for this it is also necessary that the data are collected in a convenient 

manner to set up the models and provide the appropriate information for the valuation 

process. The interfacing between monitoring, modelling and ecosystem valuation is therefore 

probably the major bottleneck to develop and use cost-benefit analyses in water management 

in Flanders and the rest of Belgium, because the data collection and model development 

strategies will have to be drastically changed for this purpose. 
 

Therefore, one can state that the water management will probably have to be adapted from a 

regional towards a water system approach (river basin) to be able to deal with the 
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particularities of each water system and the involved social and economic activities even 

beyond the borders of Belgium. For this, clear standards will be necessary for the biological 

monitoring approaches within a river basin. Particular attention needs to be paid to the 

standardisation of the selected river characteristics (variables), monitoring techniques, data 

base set up, identification level of the different communities, to ensure a convenient and 

necessary trans-boundary data exchange within the river basins. In July 2003, the SCALDIT 

project (http://www.scaldit.org) aiming at a standardisation and visualisation of the river data 

of the Scheldt was started. This project constitutes an important step towards a more 

sustainable water management approach for the major river basin in Flanders. 
 

In addition, also predictive models will be necessary, to relate the different components within 

a system and get insight in the effect of changing one or more variables on the other ones. In 

particular models that can predict communities (habitat suitability models) have to be 

constructed. Therefore new approaches need to be developed that go further than the so far 

used water quantity and quality models. 

 

2.5 Conclusions 
 
A major conclusion for the water management in Flanders is that the contemporary 

monitoring and assessment of water systems based on ecological indices presently only allow 

for the allocation of major impacts, and is merely useful for surveillance monitoring as 

requested by the WFD. Within the policy area of water management economic valuation can 

play an important role to analyze the costs and benefits for river restoration options. This 

chapter shows that attaching a monetary value to ecological quality asks for linking ecological 

data to the use of economic valuation methods. The use of models that allow for a better 

allocation of the contribution of all stakeholders to the deterioration of the water system 

(water quality problems, floodings, ecosystem destruction, etc.) is therefore an important step 

forward. These models can for instance help to determine restoration costs, and in this manner 

(see Table 2.1), the value of ecosystems can be set. As such, these models can be important 

instruments to deliver the needed data for an integrated economic valuation of the water 

system and can help to obtain a more sustainable use of one of the most critical natural 

resources for mankind. In the following chapter will be described what type of (ecological) 

models are in particular needed for this purpose and how they can be constructed.  

 

http://www.scaldit.org/
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Chapter 3 
State of the art of ecological modelling techniques to predict 

macroinvertebrates in rivers 
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3.1 Introduction 
 
This chapter gives an overview of modelling approaches that can be used to get insight in 

aquatic ecosystems, what is necessary to improve decision making in water management. 

Although many ecological modelling methods already exist for several decennia, their 

practical application to support river management is rather limited, mostly because the direct 

benefits of the use of models for this purpose are not straightforward. In particular for river 

restoration management, there is a need of tools to guide the investments necessary to meet a 

good ecological status as set by the European Water Framework Directive. The major aim of 

this chapter is to review the use of some recently developed soft computing techniques such 

as artificial neural networks, classification trees, fuzzy logic and Bayesian belief networks for 

predicting aquatic communities in rivers on the basis of abiotic stream characteristics. Part of 

this chapter is devoted to model performance measures seen their importance for the 

validation of models. A good selection of these measures is in particular important for data 

driven methods. 

 

The availability of proper datasets and modelling techniques allows the development of 

ecosystem models with high reliability (Recknagel, 2003). Several techniques such as models 

based on partial differential equations (Jorgensen, 1999) and multivariate statistics 

(Adriaenssens et al., 2002, 2004d) are already used for several decennia in this context. 

However, during recent years, artificial neural networks (Lek and Guégan, 1999), fuzzy logic 

(Adriaenssens et al., 2004a,b; Barros et al., 2000), classification and regression trees 

(Dzeroski et al., 1997; Blockeel et al., 1999a,b; Dzeroski and Drumm, 2003), Bayesian belief 

networks (Adriaenssens et al., 2004c), etc. proved to have a high potential in ecological 

modelling as well, as they combine reliable predictions with gaining insight in ecosystem 

interactions (Recknagel, 2001, 2003). So far, mainly data driven methods (e.g. artificial neural 

networks and classification trees) are preferred in this context, seen their time efficient 

development. However also knowledge based methods (e.g. fuzzy logic, Bayesian belief 

networks) can be of considerable importance, in particular when enough data of good quality 

are missing to develop data driven models (Goethals et al., 2004). All four methods will be 

described and reviewed in this chapter, with an emphasis on their use for the prediction of 

macroinvertebrates in rivers and lakes.  
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3.2 The need for soft computing methods to predict 

aquatic communities on the basis of abiotic water 
system characteristics 

 
The impact of human activities has led to dramatic shifts in water systems all over the planet. 

More and more water uses got threatened, and since several decennia, protection and 

restoration actions were undertaken. However, the optimal balance between the different 

stakeholder activities needs a very deep insight in the integrated water system. In this context, 

models can show the limitations of the carrying capacity of certain regions and systems, based 

on sound science and/or experience. However, the practical need to simplify certain aspects of 

reality in these models, has led to disbelieve in the use of models. A major difficulty in using 

models exists in the fact that they are only convenient to use within a certain spatial, temporal, 

processes and application frame. When applied in a ‘wrong’ context, nonsense is simulated on 

the basis of the models, what has lead to quite some controversy between model developers 

and (ab)users. An in-depth study about the related credibility and acceptability of water 

management models was in this context made by van der Molen (1999). This author 

illustrated that the development of models has to be tuned to the needs of water managers, but 

that in the mean time the models need to be based on a convincing amount of scientific 

knowledge. 

 

Several studies proved the practical benefits of models, in particular related to the 

management of ecosystems. In these cases models not only allowed to simulate new insights 

in ecosystem shifts as a result of human activities (e.g. Sheffer, 1990), but also showed 

practical relevance for use in environmental management. An example of such a system is the 

PCLake model (Figure 3.1). This model calculates water quality parameters of ponds such as 

nutrient concentration, chlorophyll-a, transparency, phytoplankton types and the biomass of 

submerged macrophytes. It also calculates the distribution and fluxes of the nutrients nitrogen 

and phosphorus in water and sediment. Inputs to the model are lake hydrology, nutrient 

loading, dimensions (mean depth and size), sediment characteristics and initial conditions. A 

main feature of the model is simulation of a possible shift between algae and vegetation 

dominance as a function of nutrient loading and other factors (Janse, 1997). In this context it 

was successfully applied to set nutrient standards to protect and restore lakes in The 

Netherlands by combining it with the LakeLoad model (van Puijenbroek and Knoop, 2002). 
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In this manner the effect of changes in land use and lake management could be calculated 

(van Puijenbroek et al., 2004). 

 

However, a shortcoming to this type of models is the translation of the human activities to a 

species or taxon level, allowing to the calculation of the ecological quality on the basis of 

indices as required by the WFD for instance. Up to now, most ‘integrated’ ecological models 

are merely able to calculate water quality variables and some overall biomass figures about 

phytoplankton, macrophytes, fish communities, etc. without details about the composition of 

these communities. For this purpose, the use of habitat suitability models, also sometimes 

referred to as mini-models (e.g. Scheffer, 1990) can be useful for this more detailed type of 

calculations, where direct relations between a set of variables is calculated, without 

incorporating feedback loops. Such models can be seen as response models as described by 

Verdonschot et al. (1998), who developed a layered model (5-S-Model) based on a logical 

dominant hierarchy in river ecosystem relations. 

 

Figure 3.1 PCLake model structure. Double blocks denote compartments modelled in both 
dry weight and nutrient units. Three functional groups of phytoplankton are 
distinguished: cyanobacteria, diatoms and other small edible algae. Solid 
arrows denote mass fluxes (e.g. food relationships), dotted arrows denote 
‘empirical’ relationships (minus sign denotes negative influence, otherwise 
influence is positive). Egestion and mortality fluxes of animal groups and 
respiration fluxes are not shown. (after Jeuken et al., 1999). 
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This 5-S-Model aims at enabling river managers to make proper choices based on a sound 

understanding of the functioning and interaction of the controlling factors. All the 

considerations on concepts, scales and hierarchies provide a conceptual basis for ‘catchment 

ecology’. The five main components of the model are (Verdonschot et al., 1998): 

1. ‘System conditions’ comprises the structures and processes related to climate 

(temperature, rain-fall), geology and geomorphology (slope, soil composition) and set 

the boundary conditions for stream ecosystem functioning at a high hierarchical level 

in space (the catchment) as well as in time (±100 years). Generally, system conditions 

are not often changed by management. 

2. ‘Stream hydrology’ comprises the hydrological processes of the catchment and the 

hydraulic processes of the stream and the habitat (Henry and Amoros, 1995). The two 

main directions of flow are one running from the boundary of the catchment towards 

the stream (lateral) and one running from source to mouth of the stream (longitudinal). 

Groundwater flow, precipitation and evaporation also play a role. 

3. ‘Structures’ refer to the morphological features of the longitudinal and transversal 

stream bottom, banks and beds, as well as to the substrate patterns within. Cut of 

meanders, terrestrialization, sand deposits and other features of the stream valley are 

included here. 

4. ‘Substances’ comprise the processes related to dissolved components like nutrients, 

organic matter, oxygen, major ions and contaminants. From catchment boundary 

towards the stream the amount of dissolved substances increases. This increase is also 

visible from source to mouth. 

5. ‘Species’ are the response to the functioning of all above mentioned groups of 

controlling factors. ‘Species’ includes all taxonomic and non-taxonomic entities as 

well as biotic processes like production, respiration and so on. Species and their 

communities are the actual goal of ecological stream management and rehabilitation. 

 

The five components mutually interact at different hierarchical levels and with different 

intensity. In general however, stream hydrology, structures and substances together compose 

the group of controlling factors that directly determine how the stream community functions. 

Nevertheless, numerous exceptions to this rule exist, e.g. species can adapt to stream 

hydrology and at the same time (e.g. trees) can impact stream hydrology and morphology. 

Thus, despite a dominant hierarchical effect, a feedback is always present. This feedback is in 
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this research not taken into account and will be considered in future research. Also feedback 

within the same layer is not yet part of the modelled relations. Probably for presence/absence 

models it is of less importance, but for abundance models the interactions between species can 

become necessary to obtain good results. This will however also make part of future 

investigations. Therefore, in this research focus is laid on the interactions between the river 

characteristics and the inhabiting species by means of habitat suitability models. 

 

A wide array of habitat suitability models has been developed to cover aspects as diverse as 

biogeography, conservation biology, climate change research and habitat or species 

management (Guisan and Zimmermann, 2000). The variety of model development techniques 

used is growing. The selection of an appropriate method should not depend solely on merely 

statistical performance considerations. Some models are better suited to reflect theoretical 

findings on the shape and nature of the species’ response (or realized niche), while others are 

more convenient to support decision making in river management because of a good visual 

interface and ease to understand the model principles. A recent review of model design 

methods for such habitat models was provided by Verdonschot and Nijboer (2002) within the 

European PAEQANN-project (EVK1-CT1999-00026): ‘Predicting Aquatic Ecosystem 

Quality using Artificial Neural Networks: Impact of Environmental Charateristics on the 

Structure of Aquatic Communities (Algae, Benthic and Fish Fauna)’ 

(http://quercus.cemes.fr/paeqann). This overview illustrates that many techniques were not yet 

applied to relate river characteristics with biological communities. Mainly multivariate 

statistical techniques and ANNs are used so far. There is also a serious lack on studies 

comparing different techniques. Therefore, it is up to now very difficult to know what are the 

strengths and weaknesses of the different techniques, and under what conditions particular 

techniques can be applied and are best performing. Also the data preparation and model 

validation processes are often performed in different manners, making the comparison even 

more difficult between the available studies. 

 

In Figure 3.2, a scheme for habitat suitability model development is presented. The first step 

consists of ecosystem component selection (input and output variables) to link habitat 

characteristics to community variables, followed by model training and model validation.  

 

http://quercus.cemes.fr/paeqann
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In the next parts of this chapter, validation methods and the major techniques for habitat 

suitability model development will be described and reviewed, with an emphasis on their use 

for the prediction of macroinvertebrates in rivers and lakes. 

 

Figure 3.2 Habitat suitability model development scheme: first step consisting of 
ecosystem component selection to link habitat characteristics to community 
variables (left), model training (middle) and model validation (right). 

 

3.3 Model performance measures and validation 
methods 

 
3.3.1 Model performance measures 
 
Given the importance to get insight in the model performance, the next paragraphs provide an 

overview of different indices that can be calculated to evaluate the quality of model 

predictions. This overview is an important start to get insight in what performance criteria can 

tell about the quality of models and which combinations need to be applied. The appropriate 

selection will be necessary to get more insight in which soft computing methods perform best 

for what type of problems. 

 

Based on the output, different performance measures can be distinguished. When 

presence/absence of the macroinvertebrates are predicted, most of the papers apply the 

percentage of correctly classified instances (CCI) to assess model performance. There is 



                                                                                                                                                    39
                                                                                                                                                   
 
however clear evidence that this CCI is affected by the frequency of occurrence of the test 

organism(s) being modelled (Fielding and Bell, 1997; Manel et al., 1999). This was 

practically illustrated for predictive models of macroinvertebrates by Goethals et al. (2002). 

Among the different measures, which are based on a confusion matrix (Table 3.2), proposed 

to assess the performance of presence/absence models (Table 3.3), Fielding and Bell (1997) 

and Manel et al. (1999) recommended the Cohen’s kappa as a reliable performance measure. 

The effect of prevalence on the Cohen’s kappa appeared indeed to be negligible (e.g. 

Dedecker et al., 2004a,c; D’heygere et al., 2004). 

 

Table 3.2 The confusion matrix as a basis for the performance measures with true 
positive values (TP), false positives (FP), false negatives (FN) and true 
negative values (TN). 

 

  Observed 

  + - 

+ a (TP) b (FP) 
Predicted 

- c (FN) d (TN) 

 

Table 3.3 Measures based on the confusion matrix to assess the performance of 
presence/absence models (after Fielding and Bell 1997). NMI is the normalized 
mutual information statistic and N is the total number of instances. 

  
 
Performance 
measure 
 

 
Calculation 

 
CCI 

 
(a+d)/N 

Misclassification 
rate 

(b+c)/N 

Sensitivity a/(a+c) 
Specificity d/(b+d) 
Positive 
predictive power 

a/(a+b) 

Negative 
predictive power 

d/(c+d) 

Odds-ratio (ab)/(cd) 
Cohen’s kappa [ ]
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When the output of a model consists of the species abundance, richness, diversity, density or a 

derived index, commonly used performance measures are the correlation (r) or determination 

(r²) coefficient and the (root) mean squared error ((R)MSE) or a derivative between observed 

(O) and predicted (P) values (Table 3.4). 

 

Table 3.4 Measures based on observed (O) and predicted (P) values to assess the 
performance of ANN models using abundance, richness, diversity, density or a 
derived index as model output. N is the total number of instances. 
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In the literature on the prediction of macroinvertebrates, r is most often used. Values of r 

larger than 0.4 can be accepted as an indication of good predictive performance of the 

concerning model. 

 

Similar indices are developed for discrete variables characterized by more than two classes 

(e.g. Adriaenssens, 2004). Seen this type of models is not developed in this PhD thesis, they 

are not compared and discussed in this overview. 
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3.3.2 Data set splitting for training and validation 
 

In most cases the amount of data for training and validation is limited. In particular for aquatic 

ecosystems, the data collection is very expensive (about 1,000 to 3,000 EUR for a combined 

measurement of biological communities with environmental characteristics at one site, mainly 

depending on the identification level and the type of environmental analyses), often resulting 

in relatively small datasets. Therefore the trade off between the size of the subsets for training 

and validation is of crucial importance and needs to be balanced to ensure that the training 

and validation are done in a ‘globally’ optimal manner. 

 

The ‘holdout’ method reserves a certain amount of data for testing and uses the remainder for 

training (and even sets part of that aside for validation during the training process, if required 

by the model development algorithm). In practical terms, it is common to hold one-third of 

the data out for testing and use the remaining two-thirds for training (Witten and Frank, 

2000). In general, to make the training and validation subsets as representative as possible, 

stratified training and validation subsets are created, what means that the classes of the 

predicted variable are evenly distributed over both subsets. In some cases also stratification of 

other variables can be useful. 

 

However, to use all the data for training and validation, a subset swapping method is 

commonly applied. This technique is called ‘cross-validation’. In cross-validation, a fixed 

number of subsets, often called folds or partitions of the dataset are chosen. For instance, in 

threefold cross-validation, the dataset is split in three (approximally) equal partitions and each 

in turn is used for validation, while the remainder is used for training. This method is often 

applied for predicting the error rate of a learning algorithm. A standard way is based on 

stratified tenfold cross-validation (Witten and Frank, 2000). However, constraints due to data 

or time limitations can make fivefold or threefold cross-validation more convenient. 
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3.4 Soft computing methods for prediction of 

macroinvertebrates on the basis of abiotic water 
system characteristics 

 
3.4.1 Fuzzy logic 
 
Fuzzy logic, initiated by Zadeh (1965), can be seen as a soft computing technique making use 

of the fuzzy set theory. Fuzzy set theory enables to process imprecise information by means 

of an adaptable membership function, in contrast with binary crisp and limited functions 

(Zadeh, 1965; Zimmerman, 1990). The conventional membership of a crisp set takes only two 

values: one, when an element belongs to the set, and zero, when it does not. In the case of a 

fuzzy set an element can belong to the set with membership values ranging from zero to one. 

Real values can be transformed into linguistic values by an operation called fuzzification. 

Traditionally the symbol m has been used to represent the degree of fuzzy membership. If x 

represents the value of an environmental variable, then m(x) is the corresponding degree of 

membership in the set of acceptable conditions, and takes a value between zero and one. In 

the fuzzy logic inference system, the knowledge is represented by if-then linguistic rules. 

Fuzzy rules are evaluated for their degree of truth. Those that have some truth contribute to 

the final output state of the solution variable set (Meesters et al., 1997). The output can be a 

fuzzy or crisp value, depending on the inference method. In case of a fuzzy output of the 

inference engine, a final crisp value can be obtained by defuzzification. In most situations 

more than one environmental variable is important. Therefore the partial membership is 

defined to represent the acceptability of each environmental variable. The way in which 

partial memberships are combined depends on the application (Silvert, 2000).  

 

By using fuzzy sets each measurement can be associated with more than one classification by 

specifying the partial membership in each set. For example in the field of water quality 

assessment, structural characteristics (degree of meandering, flow velocity, substrate type, 

etc.) which are often difficult to quantify or to classify as crisp sets can be valuable input 

variables in fuzzy models. Also some physical-chemical variables that are characterized by a 

high uncertainty and temporal variability, e.g. dissolved oxygen concentration, are often not 

appropriate to use as crisp values for prediction of biological communities and it can be more 

appropriate to use as a fuzzy set for this purpose. Because of the high non-linearity of 
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ecological relations, fuzzy rules can be used to obtain a crisp or fuzzy output, depending on 

the applied inference system. 

 

Fuzzy sets and systems have achieved success in business and engineering applications, 

mostly in the field of fuzzy control, in response to the need of flexible decisions in the face of 

rapid change, imperfect information, uncertainty, and ambiguous objectives (Terano et al., 

1994). There are several applications in ecosystem management for which fuzzy models were 

designed. Most of the developed models are used for assessment of ecosystem integrity or 

sustainability. With regard to the prediction of organisms based on ecological variables and 

simulations of ecological interactions in the ecosystem based on fuzzy models, less research 

has been conducted so far. Kampichler et al. (2000) used fuzzy models for representing the 

soft knowledge of field-margin/spider-assemblage relationships. Mackinson (2000) used 

fuzzy logic in an expert system for predicting structure, dynamics and distribution of herring 

schools to capture and integrate scientific and local knowledge in the form of heuristic rules. 

Bock and Salski (1997) presented knowledge based modelling of the abundance of the 

yellow-necked mouse in a beech forest in northern Germany, based on a fuzzy logic model 

and a fuzzy knowledge based model has been constructed for the prediction of annual 

production of skylarks (Daunicht et al., 1996). Jorde et al. (2000) applied fuzzy rules, derived 

from experts’ knowledge, to describe habitat preferences of fish species. A review is 

presented in Adriaenssens et al. (2004a).  

 

Prototype models based on fuzzy logic were developed to predict macroinvertebrate taxa in 

the Zwalm river basin (Flanders, Belgium), based on expert knowledge and validated by 

ecological data of river basins in Flanders (Goethals et al., 2001; Adriaenssens et al., 2004b). 

Structural characteristics as well as physical-chemical variables were used as inputs to predict 

the presence/absence of different macroinvertebrate taxa. Predictive fuzzy models were 

constructed by means of a knowledge base that gave the basis for the fuzzification of the input 

variables and the construction of the fuzzy rule base. The knowledge base has been 

constructed using literature and an ecological data survey. Relevant and available input 

variables for prediction of these two taxa were selected based on multivariate analysis and 

fuzzificated into fuzzy sets. Each variable was divided into two trapezoidal fuzzy sets 

reflecting low and high values. Boundaries for the fuzzy sets were determined by the 

knowledge database. A fuzzy rule base system was constructed that connects the input 
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variables to the output by means of if-then rules. These rules were implemented in a fuzzy 

inference system of the Sugeno type (Takagi and Sugeno, 1985), which produces a crisp 

output. ‘And’ was used as conjunction operator in the fuzzy rule base.  

 

In the research of Adriaenssens et al. (2004b), four fuzzy models were constructed for 

predicting the macroinvertebrate taxa Asellus and Gammarus. The input variable selection has 

been based on the expert knowledge database and depended on the available variables in the 

ecological validation sets. Fuzzy predictive models for Gammarus were based on 

combinations of the input variables: conductivity, distance to source, habitat quality. Fuzzy 

predictive models for Asellus made use of the input variables conductivity, river width, 

dissolved oxygen, stream velocity and water level. 

 

Until now, there are few fuzzy modelling tools that are directly useful in ecosystem 

management. There are two reasons: the exploration phase of fuzzy logic models 

development and the difficulty to convince managers to use these ‘subjective’ fuzzy models. 

There is also a need for easy-to-use tools and interfaces for fuzzy models in practice. This 

requires a good communication between ecologists and model developers. 

 

The quality of the expert knowledge and ecological data as well as the methodology of fuzzy 

model construction has to be improved in the next research stages (Adriaenssens, 2004). This 

requires a good communication between field biologists and model developers. These future 

approaches in research together with the involvement of end-users in the model development 

process should enhance the reliability of fuzzy models with the final objective of their use in 

ecosystem management. 

 

3.4.2 Bayesian belief networks (BBNs) 
 
BBNs are models with a network structure that focus on the explicit representation of ‘cause-

and-effect’ relationships between variables, representing in this case ecosystem components. 

The network architecture is linked to probability distributions that allow it to deal with 

variability and uncertainty in the models. This is particularly useful for the description of 

ecological systems (Regan, 2002). Despite some controversy (Dennis, 1996), Bayesian 

statistics have proven useful in ecology for evaluating and managing wildlife species and 

forests (Cohen, 1988; Haas et al., 1994; Crome et al., 1996; Lee and Riemann, 1997) and for 
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other areas of environmental research and management (Dixon and Ellison, 1996; Ellison, 

1996; Olson et al., 1990; Wolfson et al., 1996; Borsuk et al., 2002; Tattari et al., 2003; Borsuk 

et al., 2004). More recently, a computer based BBN system with potential for operational use 

in river management to diagnose river health has been developed in the United Kingdom, 

under the authority of the Environment Agency (Trigg et al., 2000; Walley et al., 2002). 

 

Bayesian belief networks (Pearl, 1988) are probabilistic expert systems in which the 

knowledge base has two components: a network of causal relationships between variables; 

and a set of conditional probability matrices that relate each variable to its causal variables 

(Trigg et al., 2000). Bayes theorem lies at the heart of Bayesian inference. It is based on the 

use of probability to express knowledge and combine probabilities to characterize the 

advancement of knowledge. The simple, logical expression of Bayes theorem stipulates that, 

when combining information, the resultant (or posterior) probability is proportional to the 

product of the probability reflecting a priori knowledge (the prior probability) and the 

probability representing newly acquired knowledge (the sample information, or likelihood) 

(Reckhow, 2002). Expressed more formally, Bayes theorem states that the probability for y 

conditional on experimental outcome x (written p(y|x)) is proportional to the probability of y 

before the experiment (written p(y)) times the probabilistic outcome of the experiment 

(written p(x|y)). 

 

The Bayesian analysis uses the knowledge gained from the previous analysis of data (= prior 

probability distribution, and when based on data = data driven prior) (Bernardo and Smith, 

1994; Gelman et al., 1995). Conditional probability distributions (CPD) at each node need to 

be specified and if the variables are discrete, these can be represented as a table (CPT) that 

lists the probability that the child node takes on each of its different values for each 

combination of values of its parent. A new likelihood distribution is calculated from the new 

data. The new posterior distribution is intermediate to the prior likelihood and becomes zero 

where either the prior or likelihood becomes zero. The flows connecting the nodes, indicated 

by the arrows in a graphical model, represent causal relationships and represent conditional 

dependency (Reckhow, 2002). Conditional probability relationships can either be based on (1) 

experimental investigation, (2) collected field data, (3) process based models, or (4) elicited 

expert judgment. When appropriate and sufficient data do not exist, the elicited judgement of 
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scientific experts may be required to quantify some probabilistic relationships (Borsuk et al., 

2002). 

 

One of the first applications of this technique on macrobenthos communities was made by 

Adriaenssens et al. (2004c). The paper describes a preliminary study evaluating the use of 

BBNs for prediction of two crustacean macroinvertebrate families, Asellidae and 

Gammaridae in rivers. Field data were used to represent the conditional probability 

relationships and expert judgement allowed the construction of the causal network. The 

authors compared the predictive success of one- and two-layered BBN networks. 

 

In comparison with other predictive modelling techniques previously applied on data from the 

Zwalm river basin, such as ANN (Dedecker et al., 2004a) and fuzzy logic (Adriaenssens et 

al., 2004b), BBN networks showed a relative good predictive success based on only three 

input variables. However, a large inherent uncertainty was present in the predictions of all 

applied techniques, mainly because the applied database was rather small for training and 

validation. Other studies have found BBNs to perform well as predictive models (Walley and 

Dzeroski, 1995; Trigg et al., 2000; Fleishman et al., 2001), however in many of these, 

rigorous validation was not done or did not receive enough attention (Fleishmann et al., 

2002). 

 

The main highlights with regard to river management is that a BBN is (1) a medium that 

clearly displays the major influences on the wildlife population and their values and 

interactions, making them simple to explain (2) can combine information and different 

variables, (=multivariate approach) which can be both categorical or continuous variables, (3) 

combines empirical data with expert judgement, (4) expresses predicted outcomes as a 

likelihood, allowing analysis and risk management, and probability statements better 

represent the state of a population and the uncertainty involved in the prediction (5) can be 

used in a deductive way (Marcot et al., 2001). Based on the above-mentioned advantages, it is 

clear that the full potential of these techniques in river management can be directed to the 

support of policy decisions by coupling predictive bio-indicator models to mitigation, 

conservation and restoration actions (Marcot et al., 2001). 
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3.4.3 Artificial neural networks (ANNs) 
 
3.4.3.1 General description of ANNs 
 
Artificial Neural Networks (ANNs) are non-linear mapping structures that can be applied for 

predictive modeling and classification. Various types of neural networks exist, suitable to 

solve different kinds of problems. The choice of the type of network depends on the nature of 

the problem to be solved. The most popular ANNs are multilayer feedforward neural 

networks with the backpropagation algorithm, i.e. backpropagation networks (Rumelhart et 

al., 1986; Hagan et al., 1996) and Kohonen self-organizing maps, i.e. Kohonen networks 

(SOMs) (Kohonen, 1982). However, the latter are mainly interesting for clustering data and 

will not be further discussed. 

 

The backpropagation network is based on the ‘supervised’ procedure. The network constructs 

a model based on examples of data with known outputs. It has to build up the model solely 

from the examples presented, which are together assumed to contain the information 

necessary to establish the relation. An example of a relation can be the abundances of a 

number of macroinvertebrate taxa (such as Gammaridae, Tubificidae, Chironomidae) which 

are being predicted based on a number of environmental variables such as flow velocity, 

percentages of clay, silt and sand in the sediment, river depth, dissolved oxygen, pH,… To 

make reliable predictions it is better to rescale the input variables, because they can have very 

different orders of magnitude. For example, the input variables can be rescaled to be included 

within the interval [-1, 1] by using the following equation: 
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in which V0 and Vn are, respectively, the old and new value of the variable for a sampling 

point, Vmin and Vmax are the minimum and maximum values of that variable in the original 

dataset. The architecture of the backpropagation network is a layered feed-forward neural 

network in which the non-linear elements, the neurons, are arranged in successive layers, and 

the information flows from input layer to output layer, through the hidden layer(s) (Figure 

3.3). As can be seen in Figure 3.4, nodes from one layer are connected to all nodes in the 

following layer, but no lateral connections within any layer, nor feedback connections are 

possible. In the example mentioned above, each input neuron would represent one 
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environmental variable and each output neuron the abundance of one macroinvertebrate 

family. With the exception of the input neurons, which merely connect one input value with 

its associated weight values, all neurons can be visualised with their connections as in Figure 

3.6. The inputs are indicated as x1, x2, … xn, each associated with a quantity called weight or 

connection strength wj1, wj2, … wjn for the input to the j-th neuron. The net input for each 

neuron is the sum of all input values, each multiplied by its weight, and zj a bias term which 

may be considered as the weight from a supplementary input equalizing one: 

 

aj = ∑ wjixi + zj

 

The output value, yj, can be calculated by feeding the net input into the transfer function of 

the neuron: 

 

yj = f(aj). 

 

Many transfer functions may be used, e.g. a linear function or most often a sigmoid function. 

The number of input and output nodes depends on the number of the input and output objects. 

 

For determining the values of weights and biases in a backpropagation network, all the 

weights and biases are initially set to small random numbers. Subsequently, a set of 

input/output ensembles is presented to the network. For example, the input can be a set of 15 

environmental variables determined at a certain amount of sampling sites and the output the 

abundances of species or taxa (macroinvertbrates, fish, macrophytes, etc.) sampled at each of 

these sites. For each of the input sets, the output is calculated by the ANN, and an error term 

is calculated by comparing the calculated output with the desired output (the ‘target’). Using 

this error term, the weights and biases are updated in order to decrease the error, so future 

outputs are more likely to be correct. This procedure is repeated until the errors become small 

enough or a predefined maximum number of iterations is reached. This iterative process is 

termed ‘training’. After the training, the ANN can be tested using independent data. 
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Figure 3.3 Illustration of a three-layered (15-10-1) artificial neural network with input 
layer, one hidden layer with ten neurons and output layer (Dedecker et al., 
2002). 

 

 

x1

x2 wj1. wj2 Neuron J
.
. yj

xi wji.
. wjn. zj

xn

yj = f(aj) aj = Σ wjixi + zj

Figure 3.4 Scheme of a neuron in a backpropagation network receiving input values from 
n neurons, each associated with a weight, as well as a bias zj. The resulting 
output value yj is computed according to the presented equations. 
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3.4.3.2 Predictive ANN development 
 
3.4.3.2.1 Data processing 
 
Generally, different variables span different ranges. In order to ensure that all variables 

receive equal attention during the training process, they should be standardised. In addition, 

the variables have to be scaled in such a way as to be commensurate with the limits of the 

activation functions used in the output layer (Maier and Dandy, 2000). Several authors 

(Wagner et al., 2000; Chon et al., 2001, 2002; Gabriels et al., 2002; Obach et al., 2001; Park 

et al., 2003a, 2003b; Schleiter et al., 1999, 2001) proportionally normalised the data between 

zero and one [0 1] in the range of the maximum and minimum values. Dedecker et al. (2004a, 

c) and Gabriels et al. (2002) on the other hand, rescaled the variables to be included within the 

interval [−1 1]. Maier and Dandy (2000) mentioned if values are scaled to the extreme limits 

of the transfer function, the size of the weight updates during training is extremely small and 

flat spots are likely to occur. 

 

3.4.3.2.2 Bandwidth 
 
Lek and Guégan (1999) stated that ANN models are built solely from the examples presented 

during the training phase, which are together assumed to implicitly contain the information 

necessary to establish the relation between input and output. As a result, ANNs are unable to 

extrapolate beyond the range of the data used for training. Consequently, poor predictions can 

be expected when the validation data contain values outside of the range of those used for 

training (Maier and Dandy, 2000). Dedecker et al. (2004b) tested the sensitivity and 

robustness of the ANN models when data, containing variables beyond the range of the data 

for training, were added. Therefore, a virtual dataset based on ecological expert knowledge to 

introduce ‘extreme’ values to the model was created. The obtained results indicated that the 

output in the validation set was predicted significantly better when the number of ‘extreme’ 

examples in the training set increased. However, the overall predictive power of the ANN 

models decreased when a relatively large virtual dataset in the training set was applied. 

 

3.4.3.2.3 Learning method 
 
Neural network algorithms can be divided into supervised and unsupervised training methods. 

Unsupervised learning methods do not require output values for the training process and are 

mainly used for classification problems, which is beyond the scope of this review. 
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The suitability of a particular method is often a trade-off between performance and calculation 

time. The majority of the ANNs used for prediction are trained with the backpropagation 

method (e.g. Cherkassky and Lari-Najafi, 1992; Maier and Dandy, 2000). Because of its 

generality (robustness) and ease of implementation, backpropagation is the best choice for the 

majority of ANN systems. Backpropagation is the superior learning method when a sufficient 

number of relatively noise-free training examples are available, regardless of the complexity 

of the specific domain problem (Walczak and Cerpa, 1999). Although backpropagation 

networks can handle noise in the training data (and may actually generalise better if some 

noise is present in the training data), too many erroneous training values may prevent the 

ANN from learning the desired model. When only a few training examples or very noisy 

training data are available, other learning methods should be selected instead of 

backpropagation (Walczak and Cerpa, 1999). Radial basis funcion networks perform well in 

domains with limited training sets (Barnard and Wessels (1992) in Walczak and Cerpa 

(1999)) and counterpropagation networks perform well when a sufficient number of training 

examples is available, but may contain very noisy data (Fausett and Elwasif (1994) in 

Walczak and Cerpa (1999)). 

 

In order to optimise the performance of backpropagation networks, it is essential to note that 

the performance is a function of several internal parameters including the transfer function, 

error function, learning rate and momentum term. The most frequently used transfer functions 

are sigmoidal ones such as the logistic and hyperbolic tangent functions (Maier and Dandy, 

2000). However, other transfer functions may be used, such as hard limit or linear functions 

(Hagan et al., 1996). The error function is the function that is minimised during training. The 

most commonly used error function is the mean squared error (MSE) function. However, in 

order to obtain optimal results, the errors should be independently and normally distributed, 

which is not the case when the training data contain outliers (Maier and Dandy, 2000). To 

overcome this problem, Liano (1996) proposed the least mean log squares (LMLS) error 

function. The learning rate is directly proportional to the size of the steps taken in weight 

space. Traditionally, learning rates remain fixed during training (Maier and Dandy, 2000) and 

optimal learning rates are determined by trial and error. However, heuristics have been 

proposed which adapt the learning rate as training progresses to keep the learning step size as 

large as possible while keeping learning stable (Hagan et al., 1996). A momentum term is 

usually included in the training algorithm in order to improve learning speed (Qian, 1999) and 
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convergence (Hagan et al., 1996). The momentum term should be less than 1.0, otherwise the 

training procedure does not converge (Dai and Macbeth, 1997). Dai and Macbeth (1997) 

suggest a learning rate of 0.7 with a momentum term of at least 0.8 and smaller than 0.9 or a 

learning rate of 0.6 with a momentum term of 0.9. Qian (1999) derived the bounds for 

convergence on learning rate and momentum parameters, and demonstrated that the 

momentum term can increase the range of learning rates over which the system converges. 

 

3.4.3.2.4 Model architecture 
 
According to Haykin (1999), generalisation capability of a neural network is influenced by 

three factors: the size of the training set and how representative it is of the environment of 

interest, the architecture of the neural network, and the complexity of the problem studied. 

The architecture is the only of these three factors that can be influenced in the modelling 

process, making it a crucial step, which should be considered carefully. 

 

Walczak and Cerpa (1999) distinguish four design criteria for artificial neural networks which 

should be decided upon in subsequent steps: knowledge-based selection of input values, 

selection of a learning method, design of the number of hidden layers and selection of the 

number of hidden neurons for each layer.  The selection of the learning method was already 

described earlier (see 3.4.3.2.3). 

 

Input variable selection 
 
Data driven approaches, such as ANN models, have the ability to determine which model 

inputs are critical. However, presenting a large number of inputs to ANN models, and relying 

on the network to determine the critical model inputs, usually increases network size. This has 

a number of disadvantages, for example decreasing processing speed and increasing the 

amount of data required to estimate the network parameters efficiently (Maier and Dandy, 

2000). In this way, selection of input variables can be stated as an important task. It can 

considerably reduce the necessary labour of data collection. Complex systems can be reduced 

to easily surveyed models with low measuring and computing effort. Therewith they are 

particularly suitable for (bio-)indication in aquatic ecosystems (Schleiter et al., 2001).  

 

Several methods can be followed to determine the optimal set of input variables. The first one 

is to perform standard knowledge acquisition. Typically, this involves consultation with 
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multiple domain experts. Walczak (1995) has indicated the requirement for extensive 

knowledge acquisition utilizing domain experts to specify ANN input variables. The primary 

purpose of the knowledge acquisition phase is to guarantee that the input variable set is not 

under-specified, providing all relevant domain criteria to the ANN. Once a base set of input 

variables is defined through knowledge acquisition, the set can be pruned to eliminate 

variables that contribute noise to the ANN and consequently reduce the ANN generalisation 

performance. ANN input variables should not be correlated. Correlated variables degrade 

ANN performance by interacting with each other as well as with other elements to produce a 

biased effect. From an ecological point of view, relationships between environmental 

variables and taxonomic richness should be considered with caution, as these analyses, based 

on correlation, do not necessarily involve relevant ecological processes. However, the only 

way to establish reliable causal relationships between input and output, is to use experimental 

designs (Beauchard et al., 2003). A first pass filter to help identify ‘noise’ variables is to 

calculate the correlation of pairs of variables. If two variables are strongly correlated, then one 

of these two variables may be removed without adversely affecting the ANN performance. 

The cut-off value for variable elimination is a heuristic value and must be determined 

separately for every ANN application, but any correlation absolute value of 0.20 or higher 

indicates a probable noise source to the ANN (Walczak and Cerpa, 1999). 

 

In addition, there are distinct advantages in using analytical techniques to help determine the 

inputs for ANN models (Maier and Dandy, 2000). Schleiter et al. (1999, 2001), Obach et al. 

(2001) and Beauchard et al. (2003) used a stepwise procedure to identify the most influential 

variables. In this approach, separate networks are trained for each input variable. The network 

performing best is retained and the effect of adding each of the remaining inputs in turn is 

assessed. This process is repeated for three, four, five, etc. input variables, until the addition 

of extra variables does not result in a significant improvement in model performance. On the 

other hand, one can start with all the available variables and remove one by one the least 

important ones (e.g. Beauchard et al., 2003). Disadvantages of these approaches are that they 

are computationally intensive and that they are unable to capture the importance of certain 

combinations of variables that might be insignificant on their own. Schleiter et al. (1999, 

2001), Wagner et al. (2000) and Obach et al. (2001) applied a special variant of the 

backpropagation network type, the so-called senso-net, to determine the most important input 

variables (sensitivity analysis). Senso-nets include an additional weight for each input neuron 
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representing the relevance (sensitivity) of the corresponding input parameter for the neural 

model. The sensitivities are adapted during the training process of the network. Appropriate 

subsets of potential input variables can be selected according to these sensitivities. A third 

technique which is frequently used is genetic algorithms (e.g. Obach et al., 2001; Schleiter et 

al., 2001; D’heygere et al., 2004). This technique automatically selects the relevant input 

variables (Goldberg, 1989). 

 

So far, in most cases for the prediction of macroinvertebrates, merely ecological expert 

knowledge is used to select the input variables. The transformation of the variables is only 

used for continuous variables given the relative high amount of zero’s that are typical for the 

ecological datasets. For this, commonly a log (abundance+1) transformation is applied as 

advised by Legendre and Legendre (1998).  

 

The contribution of input variables, is another very important aspect that needs more research. 

Many variables are not part of the dataset, while others have a high variability that can be 

caused by measurement difficulties, but also by the natural changes in the river systems. 

Therefore, also the effect of monitoring methods needs more research, in particular the 

incorporation of ‘new’ variables which are less straightforward to be used in a model. This is 

in particular the case for structural and morphological variables that often need to be visually 

monitored, but also for heavy metals and other potential toxicants, since their effects are often 

related to the environment where they are released (bio-availability, accumulation, etc.). 

These toxicants may be a new challenge in the field of soft computing models to predict river 

communities, in particular macroinvertebrates. 

 

Number of hidden layers 
 
A greater number of hidden layers enables an ANN to improve its closeness-of-fit, while a 

smaller quantity improves the smoothness or extrapolation capabilities of the ANN (Walczak 

and Cerpa, 1999). Theoretically, an ANN with one hidden layer can approximate any function 

as long as sufficient neurons are used in the hidden layer (Hornik et al., 1989). Flood and 

Kartam (1994) suggest using two hidden layers as a starting point. However, it must be 

stressed that optimal network geometry is highly problem dependent. 
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Number of hidden neurons 
 
The number of neurons in the input layer is fixed by the number of model inputs, whereas the 

number of neurons in the output layer equals the number of model outputs. The critical factor 

however is the choice of the number of neurons in the hidden layer. More hidden neurons 

result in a longer training period, while fewer hidden neurons provide faster training at the 

cost of having fewer feature detectors (Bebis and Georgiopoulos, 1994). For two networks 

with similar errors on training sets, the simpler one (the one with fewer hidden units) is likely 

to produce more reliable predictions on new cases, while the more complex model implies an 

increased chance of overfitting on the training data and reducing the model’s ability to 

generalise on new data (Hung et al., 1996; Özesmi and Özesmi, 1999). Hecht-Nielsen (1987) 

showed that any continuous function with Ni inputs in the range [0 1] and No outputs can be 

represented exactly by a feedforward network with 2Ni+1 hidden neurons. 

 

Various authors propose rules of thumb for determining the number of hidden neurons. Some 

of these rules are based on the number of input and/or output neurons, whereas others are 

based on the number of training samples available. Walczak and Cerpa (1999) warn that these 

heuristics do not use domain knowledge for estimating the quantity of hidden nodes and may 

be counterproductive. Table 3.5 shows the rules that suggest the number of hidden neurons 

based on the number of input (Ni) and/or output (No) nodes. 

 

Some authors suggest rules to determine the necessary number of training samples (S) based 

on the number of connection weights. Since the number of training samples is fixed, inverting 

these rules provides an indication of the maximum number of connection weights to avoid 

overfitting (Table 3.6). 

 

Table 3.5 Rules suggesting the number of hidden neurons based on the number of input 
(Ni) and/or output (No) nodes 

 

 
Rule 
 

 
Reference 

(2/3) Ni Wang, 1994 
0.75 Ni Lenard et al., 1995 
0.5  (Ni + No) Piramuthu et al., 1994 
2 Ni + 1 Fletcher and Goss, 1993; Patuwo et al., 1993 
2 Ni or 3 Ni Kanellopoulos and Wilkinson, 1997 
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Table 3.6 Indication of the maximum number of connection weights to avoid overfitting 
based on the number of training samples (S) 

 

 
Maximum number of connection weights 
 

 
Reference 

S after Rogers and Dowla, 1994 
S/2 after Masters, 1993 
S/4 after Walczak and Cerpa, 1999 
S/10 after Weigend et al., 1990 
S/30 after Amari et al., 1997 
 
 

The number of hidden neurons necessary can be calculated given the number of connection 

weights and the number of input and output neurons. 

 

Rules of thumb are clearly divergent and when selecting the number of hidden neurons, one 

should take both S and Ni into account. Assuming only one hidden layer is used, the number 

of connection weights should not exceed, say, S/10 and the number of hidden neurons should 

be at least, roughly, (Ni + No)/2. Evidently, in order to be able to meet both constraints, the 

number of training samples has to be sufficiently large. 

 

According to Walczak and Cerpa (1999), the number of hidden neurons in the last layer 

should be set equal to the number of decision factors used by domain experts to solve the 

problem. Decision factors are the distinguishable elements that serve to form the unique 

categories of the input vector space. The number of decision factors is equivalent to the 

number of heuristic rules or clusters used in an expert system (Walczak and Cerpa, 1999). 

 

Alternatively, techniques for automatically selecting ANN architecture with the required 

number of hidden units may be used. Such techniques were proposed by e.g. Bartlett (1994), 

Nabhan and Zomaya (1994) and Anders and Korn (1999). 

 
3.4.3.2.5 Model interpretation 
 
Although in many studies ANNs have been shown to exhibit superior predictive power 

compared to traditional approaches, they have also been labelled as a ‘black box’ because 

they provide little explanatory insight into the relative influence of the independent variables 
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in the prediction process (Olden and Jackson, 2002). This lack of explanatory power is a 

major concern to ecologists since the interpretation of statistical models is desirable for 

gaining knowledge of the causal relationships driving ecological phenomena (Karul et al., 

2000). As a consequence, various authors have explored this problem and proposed several 

algorithms to illustrate the role of variables in ANN models. Sensitivity analysis is frequently 

used (Mastrorillo et al., 1997a; Guégan et al., 1998; Laë et al., 1999; Chon et al., 2001; Hoang 

et al., 2001, 2002; Dedecker et al., 2002, 2004c; Marshall et al., 2002; Olden and Jackson, 

2002; Brosse et al., 2003) and is based on a successive variation of one input variable while 

the others are kept constant at a fixed value (Lek et al., 1995, 1996a, b). Gevrey et al., (2003), 

Dedecker et al. (2004b, d) and Beauchard et al. (2003) used the ‘PaD’ method (Dimopoulos et 

al, 1995, 1999) which consists in a calculation of the partial derivatives of the output 

according to the input variables. Several authors (Mastrorillo et al., 1997b; Brosse et al., 1999, 

2001, 2003; Olden and Jackson, 2002; Gevrey et al., 2003; Dedecker et al., 2004b, d) applied 

Garson’s algorithm (Garson, 1991; Goh, 1995). This algorithm is based on a computation 

using the connection weights. The ‘Perturbation’ method (Yao et al., 1998; Scardi and 

Harding, 1999) assesses the effect of small changes in each input on the neural network 

output (e.g. Park et al., 2003a; Gevrey et al., 2003; Dedecker et al., 2004b, d). Gevrey et al. 

(2003) and Dedecker et al. (2004b, d) applied the ‘Stepwise’ procedure, as discussed earlier, 

to identify the most influential variables. Özesmi and Özesmi (1999) described the neural 

interpretation diagram (NID) to provide a visual interpretation of the connection weights 

among neurons. The relative magnitude of each connection weight is represented by line 

thickness and line shading represents the direction of the weight. Olden and Jackson (2002) 

proposed a randomisation test for input-hidden-output connection weight selection in ANN 

models. By eliminating connection weights that do not differ significantly from random, they 

simplified the interpretation of neural networks by reducing the number of axon pathways that 

have to be examined for direct and indirect (i.e. interaction) effects on the response variable, 

for instance when using NIDs. Olden et al. (2004) compared these methodologies using a 

Monte Carlo simulation experiment with data exhibiting defined numeric relationships 

between a response variable and a set of independent predictor variables. By using simulated 

data with known properties, they could accurately investigate and compare the different 

approaches under deterministic conditions and provide a robust comparison of their 

performance. 
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3.4.3.3 Predictive ANN development studies of aquatic macroinvertebrates
 
Table 3.7 gives an overview of articles discussing case studies on the prediction of 

macroinvertebrates by means of ANNs. A total of 26 cases were found in literature. These 

papers were however produced by a far smaller number of research groups, since most of the 

research groups published more than one paper on the subject. Among them, there is a 

French, Belgian, German, British, South-Korean and Australian research group, counting up 

to 6 groups although this number is debatable because the groups do not work completely 

independently, as some cooperative papers clearly testify. All papers are very recent, the 

oldest one being from 1998. 

 

About one out of two papers mentioned the software package used for modelling. Three 

different packages were cited: MATLAB, WEKA and NNEE. Many of the modellers who did 

not mention the software package implemented their own code in an existing modelling 

environment such as MATLAB. Evidently, the software package used should not influence 

modelling results although neither using own programming nor existing software is an 

absolute guarantee that small errors will not occur, so any system should be used with care. 

 

The number of input variables ranged from 3 to 39, usually between 5 and 15. Among these 

variables were geographical and seasonal variables and habitat quality parameters (sinuosity, 

vegetation, etc.) as well as physical-chemical properties (dissolved oxygen, water 

temperature, pH, nutrient concentrations, COD, etc.) and characteristics of toxicity. The 

performance of neural networks with more input variables is not necessarily higher, as is 

shown in some studies (e.g. Walley and Fontama, 1998). The target variables were usually 

presence/absence (8 cases) or abundance (7 cases) of macroinvertebrate taxa or derived 

properties such as taxa richness, ASPT score or exergy. 

 

The neural networks were almost in all cases of the feedforward connection type, in some 

cases combined with a self organising map (SOM). Exceptions included real-time recurrent 

neural networks, an Elman recurrent neural network and a forward only neural network. Most 

self organising maps were trained with the Kohonen learning rule, one was trained with a 

radial basis function. Most feedforward neural networks were trained with backpropagation or 

a modification of it. In some cases the Levenberg-Marquardt algorithm, general regression, a 

linear neural network and/or counterpropagation were tested. The real-time recurrent neural 
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networks were trained with recurrent learning and the Elman recurrent neural network was 

trained with backpropagation. 

 

Network architecture was reported in most cases. The number of hidden layers was usually 

one and in none of the reported cases higher than two. The number of hidden neurons was 

usually of the same order of magnitude as the number of input nodes. Network architecture 

was determined, if stated, by ‘trial and error’ (6 cases), ‘empirically’ (2 cases) or ‘arbitrarily 

chosen’ (1 case). In the majority of the cases, the choice of network architecture was not 

discussed at all. Clearly, this crucial step in the modelling process is poorly documented for 

this type of applications. In general, rules of thumb were not (explicitly) used while trial and 

error was applied without a clear strategy. However, it is recommended to use rules of thumb 

as a starting point for a trial and error process in order to refine and validate the choice of 

neural network architecture. In addition, techniques for model optimisation were hardly used 

to optimise network geometry. 

 

The transfer functions, where specified, were of the sigmoid transfer function type. The data 

was generally rescaled to the interval [-1 1] or [0 1]. Maier and Dandy (2002) recommend 

avoiding the extreme limits of the transfer function when rescaling the outputs. However, in 

only one study (Park et al., 2001) an interval smaller than the transfer function allows was 

used. 

 

A variety of performance measures was used, strongly related to the type of output parameter. 

For predictions of presence/absence, the percentage of CCI was the most frequently used 

performance measure. In some cases Cohen’s kappa (K) was calculated and in one case also 

the RMSE. When predicting continuous variables such as abundance or taxa richness, a 

variety of criteria were calculated in the cited case-studies: r, r², MSE, RMSE. Also the cross-

validation error (CVE) and the percentage or the proportion of predictions within a specified 

distance of the observed value were applied as alternatives to these more common 

performance measures. Two other measures were used after transforming the abundance 

outputs into abundance classes: CCI and Cohen’s kappa (K). Some of the performance criteria 

used may however result in a biased representation of performance, e.g. CCI (e.g. Fielding 

and Bell, 1997; Manel et al., 2001). A good recommendation would be to use several 

performance measures to acquire a more reliable model evaluation. 



  

Table 3.7 Overview of ANN models used to predict macroinvertebrates in rivers and lakes. 
 
 
Reference 

 
Software 
package 

 
Input variables 

 
Output 

 
Location(s) 

 
Connection 
type 

 
Training 
algorithm 

 
Network 
architecture

 
No. train. 
samples – 
No. test 
samples 

 
Determination 
of network 
architecture 

 
Transfer 
functions 

 
Scaling of 
variables 

 
Perf. 
measure 

Beauchard et 
al. 2003 

N/S A, P, Lo, R, DISTs, SDA richn Morocco, 
Algeria, 
Tunisia 

FF       BP 7-4-1 210-1
(leave-one-
out) 

Empirically STF N/S r 

Brosse et al. 
2001 

MATLAB A, SDA, SO, CA, VEG, 
AE, D, W, S 

div       Taieri river
(New 
Zealand) 

 FF BP 10-4-1 96-1 (leave-
one-out) 

N/S STF N/S r, PI 

Brosse et al. 
2003 

MATLAB LU, SDA, A, CA, PR, 
SO, W, D, S 

div    Taieri river
(New 
Zealand) 

 FF BP (10, 8)-4-1 96-1 (leave-
one-out) 

N/S STF N/S r, MSE 

Céréghino et 
al. 2003 

N/S A, SO, DISTs, T richn Adour-
Garonne 
river basin 
(France) 

FF BP 4-5-1 130-25 Trial and error N/S N/S r 

Chon et al. 
2001 

N/S MI, FV, D, OM, S comm Yangjae 
stream 
(Korea) 

RTRC RL (7+4)-13-7 N/S Trial and error N/S [0 1] r 

Chon et al. 
2002 

N/S      MI
 
 
MI, FV, D, OM, S 

dens 
 
 
comm 

Yangjae 
stream 
(Korea) 

FF 
 
ERC 
RTRC 

BP 
 
BP 
RL 

(5-25)-(8-
30)-5 
5-30-5 
(7+4)-13-7 

N/S Empirically STF [0 1] r 

Dedecker et 
al. 2002 

MATLAB T, pH, DO, Cond, SS, D, 
W, S, Sh, VEG, FV, Me, 
HRB, PR, AE 

pr/ab     Zwalm river
basin 
(Belgium) 

 FF BP 15-10-1 40-20 (3-
fold) 
45-15 (4-
fold) 

Trial and error STF N/S CCI 

Dedecker et 
al. 2004a 

MATLAB T, pH, DO, Cond, SS, D, 
W, S, Sh, VEG, FV, Me, 
HRB, PR, AE 

pr/ab Zwalm river
basin 
(Belgium) 

 FF BP, LM 15-(2, 5, 10, 
20, 25)-(5, 
10)-1 

108-12 (10-
fold) 

Trial and error STF [-1 1] CCI, K 

Dedecker et 
al. 2004b 

MATLAB T, pH, DO, Cond, SS, D, 
W, S, FV, Me, HRB, PR, 
AE, NO3

-, PO4
3-, NH4

+, 
COD, Ph, Ni, SO, 
DISTm 

abu        Zwalm river
basin 
(Belgium) 

 FF BP 24-10-1 119-60 (3-
fold) 

N/S STF IN N/S r 
OUT[log 
(abu+1)] 

Dedecker et 
al. 2004c 

MATLAB T, pH, DO, Cond, SS, D, 
W, S, Sh, VEG, FV, Me, 
HRB, PR, AE 

pr/ab Zwalm river
basin 
(Belgium) 

 FF BP, LM 15- N/S -1 108-12 (10-
fold) 

Trial and error STF [-1 1] CCI, K 

 



  

Dedecker et 
al. 2004d 

MATLAB T, pH, DO, Cond, SS, D, 
W, S, FV, Me, HRB, PR, 
AE, NO3

-, PO4
3-, NH4

+, 
COD, Ph, Ni, SO, 
DISTm 

abu        Zwalm river
basin 
(Belgium) 

 FF BP 24-10-1 119-60 (3-
fold) 

N/S STF IN N/S r 
OUT[log 
(abu+1)] 

D’heygere et 
al. 2004 

WEKA Day, W, D, FV, S, T, 
pH, DO, Cond, TOX, 
TOC, OM, Ni, Ph 

pr/ab        Flemish
river 
sediment 
(Belgium) 

FF BP (6-17)-10-2 324-36 (10-
fold) 

N/S N/S N/S CCI, K, 
RMSE 

Gabriels et al. 
2002 

MATLAB S, DM, T, pH, DO, 
Cond, TOC, OM, Ni, Ph 

abu       Flemish
river 
sediment 
(Belgium) 

FF BP 20-10-92 250-95 Arbitrarily
chosen 

N/S IN[-1 1],
OUT[0, 1]

 r, CCI 

Gabriels et al. 
2004 

MATLAB Day, W, D, FV, S, pH, 
DO, Cond, Ni, Ph 

abu     Flemish
river 
sediment 
(Belgium) 

FF BP 12- N/S -10 294-49 (7-
fold) 

N/S N/S IN N/S CCI, K, D 
OUT[log 
(abu+1)], 
[0, 1] 

Goethals et 
al. 2002 

MATLAB T, pH, DO, Cond, SS, D, 
W, S, Sh, VEG, FV, Me, 
HRB, PR, AE 

pr/ab Zwalm river
basin 
(Belgium) 

 FF BP 15-10-52 40-20 Trial and error STF N/S CCI 

Hoang et al. 
2001 

N/S A, SO, R, SoilT, VEG, 
S, T, … 

pr/ab        Queensland
streams 
(Australia) 

 FF BP 39-15-37 650-167 N/S STF N/S CCI

Hoang et al. 
2002 

N/S SO, Lo, Ni, … pr/ab Queensland 
streams 
(Australia) 

FF        BP N/S N/S N/S STF N/S CCI

Marshall et 
al. 2002 

N/S A, SO, R, SoilT, VEG, 
S, T, … 

pr/ab        Queensland
streams 
(Australia) 

 FF BP 39-15-37 650-167 N/S STF N/S CCI

Obach et al. 
2001 

N/S T, DI, P abu Hesse 
(Germany) 

FF 
FF 
FF 
SOM 

Mod BP 
GRNN 
LNN 
RBF 

N/S 
 
 
N/S -120 

N/S   N/S N/S
 
 
N/A 

[0 1] r², RMSE 

Park et al. 
2001 

N/S     Ex
Comm 

 
Ex 

Suyong river 
(Korea) 

SOM 
FF 

KLR 
BP 

N/S 
N/S -5- N/S 

N/S N/S N/A
STF 

[0.01 
0.99] 

r 

Park et al. 
2003a 

N/S      EPTC
A, SO, DISTs, T 

EPTC Adour-
Garonne 
river basin 
(France) 

SOM 
FF 

KLR 
BP 

N/S -140 
4- N/S -1 

130-25 N/S N/A
N/S 

[0 1] r 

Park et al. 
2003b 

N/S S, VEG, DO, W, Cond, 
T, FV, D, NO3

-, PO4
3-, 

NH4
+, … 

 

richn, SH The 
Netherlands 

Forward 
only 

CPN      N/S 500-164 N/S N/S [0 1] r 



 

          Schleiter et 
al. 1999 

N/S T, P, pH, DO, Cond, D, 
W, S, DI, NO3

-, NO2
-, 

NH4
+, COD, BOD, Ph, 

… 

abu Kuhbach,
Lahn and 
Breitenbach 
(Germany) 

FF BP N/S 150-150 N/S
200-100 
225-75 

N/S [0 1] MSE, r² 

Schleiter et 
al. 2001 

NNEE         pr/ab, abu BOD,
Cond, 
NH3, 
NO3

-, 
NO2

-, 
NH4

+, Ni, 
pH, Ph, T, 
DO, SI 

Hesse 
(Germany) 

FF 
FF 
FF 

Mod BP 
GRNN 
LNN 

N/S 45-6 N/S N/S [0 1] r², RMSE, 
CVE 

Wagner et al. 
2000 

N/S T, P, DI abu Breitenbach 
(Germany) 

FF        BP N/S 216-54 N/S N/S [0 1] r² 

Walley and 
Fontama 
1998 

N/S Coord, DISTs, SL, Alk, 
DI, A, S, W, D 

ASPT, 
NFAM 

UK FF      BP 13-6-6-1 307-307 (2-
fold) 

N/S N/S No, log
(DISTs), 
log(SL) 

 r 

 
Applied symbols and abbreviations: N/S=not specified; N/A=not applicable; NNEE=Neural Network Experimental Environment; Input and 
output variables A=altitude; abu=abundance; Alk=alkalinity; AE=artificial embankment structures; ASPT=average score per taxon; 
BOD=biological oxygen demand; CA=catchment area; COD=chemical oxygen demand; Cond=conductivity; Comm=community data; Coord=X 
and Y coordinates; D=depth; Day=day; dens=density; DI=discharge; DISTs=distance from river source; DISTm=distance to mouth; 
div=diversity; DM=dry matter; DO=dissolved oxygen; EPTC=richness of Ephemeroptera, Plecoptera, Trichoptera and Coleoptera; Ex=exergy 
from the MI communities; FV=flow velocity; HRB=hollow river banks; Lo=longitude; LU=land use; Me=meandering; MI=macroinvertebrates; 
NFAM=number of families; NH3=ammonia; NH4

+=ammonium; Ni=nitrogen; NO2
-=nitrite; NO3

-=nitrate; OM=organic matter; P=precipitation; 
Ph=phosphorus; PO4

3-=phosphate; PR=pool/riffle; pr/ab=presence/absence; richn=species richness; S=substrate; SDA=surface of the drainage 
area; SH=Shannon diversity index; Sh=shadow; SI=saprobic index; SL=slope; SO=stream order; SoilT=soil type; SS=suspended solids; T=water 
temperature; TOC=total organic carbon; TOX=toxicity; VEG=vegetation; W=width; Connection type ERC=Elman recurrent neural network; 
FF=feedforward; RTRC=real-time recurrent neural network; SOM=Kohonen self-organizing mapping; Training algorithm 
BP=backpropagation; CPN=counterpropagation network; GRNN=general regression neural network; KLR=Kohonen learning rule; 
LM=Levenberg-Marquardt; LNN=linear neural network; Mod BP=modified backpropagation; RBF=radial basis function; RL=recurrent 
learning; Transfer functions STF=sigmoid transfer function; Scaling of variables IN=input; OUT=output; Performance measure 
CCI=percentage of correctly classified instances; K=Cohen’s kappa; CVE=cross-validation error; D=percentage of instances with the estimated 
values within a distance of 1 from the observed values; MSE=mean squared error between observed and estimated values; PI=performance index 
(proportion of predictions within 10% of the observed value); r=correlation coefficient between observed and predicted values; r²=determination 
coefficient between observed and predicted values; RMSE=root mean squared error between observed and estimated values 
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Among the articles that specify the number of samples used for training, the number ranges 

from 40 to 650. The ratio of the number of training samples versus the number of hidden 

neurons ranges from 4.5 to 52.5 with an average of 16.8, when all specified combinations are 

taken into account. 

 

3.4.3.4 Research needs on predictive ANN development studies of aquatic 
macroinvertebrates 

 
Till now, there is almost no insight in the practical usefulness of ANN models in decision 

support systems, most articles only discuss the development of the models and evaluate them 

by means of one or more performance measures. The choice of an evaluation measure 

however should be driven primarily by the goals of the study. This may possibly lead to the 

attribution of different weights to the various types of prediction errors (e.g. omission, 

commission or confusion). Testing the model in a wider range of situations (in space and 

time) will permit one to define the range of applications for which the model predictions are 

suitable. In turn, the qualification of the model depends primarily on the goals of the study 

that define the qualification criteria and on the applicability of the model, rather than on 

statistics alone (Guisan and Zimmermann, 2000). 

 

The contribution of input variables, is another very important aspect that needs more research. 

Many variables are not part of the dataset, while others have a high variability, that can be 

caused by measurement difficulties, but also by the natural changes in the river systems. 

Therefore, also the effect of monitoring methods needs more research, in particular the 

incorporation of ‘new’ variables which are less straightforward to be used in a model. This is 

in particular the case for structural and morphological variables that often need to be visually 

monitored, but also for heavy metals and other potential toxicants, since their effects are often 

related to the environment where they are released (bio-availability, accumulation, etc.). 

These toxicants may be a new challenge in the field of soft computing models to predict river 

communities, in particular macroinvertebrates. 

 

So far, several rules of thumb for determining model geometry have been proposed. 

Alternatively, techniques for automatically selecting model architecture are suggested. 

However, in most of the studies discussing the prediction of macroinvertebrates in aquatic 

systems, model geometry was decided either arbitrarily or with trial and error. Consequently, 
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there is a need to develop guidelines to clearly identify the circumstances under which 

particular approaches should be used and how to optimise the parameters that control neural 

network architecture. 

 

3.4.4 Classification and regression trees 
 
3.4.4.1 Description of model development method 
 
One well-studied data soft-computing method, i.e. the induction of classification and 

regression trees (often referred to as decision trees when discussing both methods) has been 

shown to be useful in modeling complex datasets (Breiman et al., 1984). The common way to 

induce rules in the form of decision trees is the so-called ‘Top-Down Induction of Decision 

Trees’ (Quinlan, 1986). Tree construction proceeds recursively, starting with the entire set of 

training examples. At each step, the most informative input variable is selected as the root of 

the sub-tree and the current training set is split into subsets, according to the values of the 

selected input variable. In this manner, rules are generated that relate the values of input 

variables with the presence/absence of macroinvertebrate taxa. For discrete input variables 

(classification trees), a branch of a tree is typically created for each possible value of that 

particular variable. For continuous input variables (regression trees), a threshold is selected 

and two branches are created based on that threshold. Tree construction stops when all 

examples in a node are of the same class (or if some other stopping criterion is satisfied). 

Such nodes are called leaves. The C4.5 algorithm (Quinlan, 1993) is one of the most well-

known and widely used classification tree induction methods. The M5 program (Witten and 

Frank, 2000) is on the other hand often applied for regression tree induction.  

 

In order to reduce the noise in the data and to improve the predictive results with regard to 

complexity and accuracy of the predictions, several optimisation methods can be applied. 

Major examples are pruning, bagging and boosting. These methods will be briefly explained 

as they were already applied in model development studies for macroinvertebrates. 

 

An important aspect in decision tree learning is the amount of branches. When there are many 

branches, the decision trees are difficult to interpret, and often these last branches do not 

contribute significantly to the reliability of the tree. Splitting the data has the effect that for 

decisions deeper in the tree, ever fewer examples are available. Therefore, a pruning method 

is needed to avoid that too detailed trees are trained. There are two types of tree-pruning: 
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forward pruning and post-pruning. When forward pruning is applied, the expansion of the tree 

is stopped when a certain criterion is met. For example, every leave should contain a 

minimum number of instances or no branching is allowed. Post-pruning on the other hand, 

means that first a highly branched tree is constructed. Afterwards, some of the ending subtrees 

are replaced by leaves based on their reliability. The reliability of the subtrees is evaluated by 

comparing the classification error estimates before and after replacing a subtree by a leave. 

The confidence factor, which is often used for this purpose, is a parameter that has an effect 

on the error rate estimate in each node. When the confidence factor is increased, the 

difference between the error estimate of a parent node and its splits decreases. In this way, it 

is less likely that the split will be pruned. The smaller the value of the confidence factor is, the 

larger is the difference between the error rate estimates of a parent node and its potential 

splits. Thus, the chance that splits will be replaced by leaves is higher. Optimal pruning is an 

important mechanism as it improves the transparency of the induced trees by reducing their 

size, as well as enhances their classification accuracy by eliminating errors that are present 

due to noise in the data. 

 

Bagging (Bootstrap aggregation) and AdaBoost (Adaptive Boosting) (Witten and Frank, 

2000) are voting classification algorithms. Bagging and boosting are used in combination with 

the base classifier that creates ‘child’ datasets from a single ‘parent’ dataset that is originally 

used for training. This allows taking advantage of the inherent instability of the base 

classifier. The instability of a classifier is defined as the tendency to find large changes in the 

predicted values caused by minor changes in the dataset. In bagging, the ‘child’ datasets are 

created by duplicating some of the instances of the ‘parent’ dataset randomly and deleting 

others. From each ‘child’ dataset, a different tree is constructed that leads to a different 

prediction. The different predictions of the ‘child’ datasets are combined by a majority vote to 

give the final prediction. Boosting also creates ‘child’ datasets from a single ‘parent’ dataset, 

but the difference is that each new ‘child’ dataset is influenced by the previous one, as the 

instances that are duplicated are not selected randomly. The instances that are incorrectly 

predicted in a dataset are included in the next dataset as duplicated ones, so that the chance of 

a correct prediction of these previously misclassified instances improves. These duplicated 

instances will affect the training of the model and therefore also the resulting classification 

tree. This procedure continues until a pre-defined number of iterations is reached, but it stops 

earlier in case the error estimate is less than a certain threshold value. 
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3.4.4.2 Predictive classification and regression tree development studies of 
aquatic macroinvertebrates 

 
In contrast to ANNs, the application of classification and regression trees in ecological 

modelling, in particular related to macroinvertebrates, is rather limited and hardly described in 

literature.  In the following paragraphs an overview of the major examples is presented. 

 

Kompare et al. (1994) described some general possibilities of machine learning in the field of 

ecology. Dzeroski et al. (1997) were among the first to describe applications of classification 

trees in river community analysis. These include the biological classification of British rivers 

based on bioindicator data, the analysis of the influence of physical and chemical parameters 

on selected bioindicator organisms in Slovenian rivers and the biological classification of 

Slovenian rivers based on physical and chemical parameters as well as bioindicator data. In all 

three cases, valuable models (knowledge) in the form of rules were extracted from data 

acquired through environmental monitoring and/or expert interpretation of the acquired 

samples. The applied algorithm was CN2 (Clark and Niblett, 1989).  

 

Blockeel et al. (1999a) applied TILDE to predict an ecological index (Saprobic Index) for 

Slovenian rivers. The used input variables were biological data, physical-chemical 

characteristics (actual and time-series) as well as combinations. Additionally, also 

macroinvertebrate communities were successfully predicted on the basis of physical-chemical 

variables. In Blockeel et al. (1999b), physical-chemical variables were predicted on the basis 

of biological communities. Innovative in this article is the use of a single tree to predict all 

these variables at once, what eases the use of this relative simple information in river 

management. 

 

In Dzeroski et al. (2000), the prediction of physical-chemical variables was established on the 

basis of biological data. The research revealed that certain taxa occurred in many trees, what 

makes them useful to be selected as indicator taxa. The research proved as well that when 

compared to linear regression, the model seemed to give the same performance. 

 

Dzeroski and Drumm (2003) applied regression trees (M5’) program (a Java implementation 

of the M5 algorithm in WEKA (Witten and Frank, 2000)), to predict sea cucumbers 

(Holothuria leucospilota) in lagoons around the Cook Islands. Based on these trees they were 
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able to retrieve the preferred habitat of this species and found out that the dominant variables 

are rubble and sand. 

 

Recently, a study was elaborated by Dakou et al. (2004a) on the use of rule induction 

techniques for prediction of macroinvertebrate taxa in the river Axios (Northern Greece). In 

this study, decision tree models were induced to predict the habitat suitability of six 

macroinvertebrate taxa. Rules relating the presence/absence of benthic macroinvertebrate taxa 

with the 15 physical-chemical and structural river characteristics and the seasonal variable 

were induced using the J48 algorithm (a Java implementation of the C4.5 algorithm) in 

WEKA (Witten and Frank, 2000). In order to improve the performance and the 

interpretability of the induced models, three optimisation techniques were applied: tree-

pruning, bagging and boosting. The predictive performance of the decision tree models was 

assessed on the basis of the percentage of Correctly Classified Instances (CCI) and the 

Cohen’s kappa statistic (K). The results of the present study demonstrated that although the 

models had a relatively high predictive performance, noise in the dataset and inappropriate 

input variables prevented to some extend, the models from making reliable predictions. 

Although tree pruning did not improve significantly the reliability of the induced models, it 

reduced considerably the tree complexity and in this way increased the transparency of the 

trees. Consequently, the induced models allowed for a correct ecological interpretation. 

Bagging and boosting were capable of improving the predictive performance of ecological 

models, but the chance exists to overfit the data. The latter study illustrated however, that 

quite some knowledge is missing on how to develop classification tree models and how to 

optimize the predictive performance and transparency of the induced models. 

 

Regarding practical applications of classification trees in water management, the set of studies 

related to macroinvertebrates is very limited. Practical studies were established by D’heygere 

et al. (2002) and Goethals et al. (2002). Both studies can only be called ‘preliminary’, because 

of the small datasets that were available for the studies.  

 

D’heygere et al. (2002) researched the use of classification trees to set up a monitoring 

network in the Dender river (Flanders, Belgium) for the implementation of the WFD. In 

particular the effect of seasonality was analyzed. In this manner, the trees could help to reduce 

the sampling costs, seen not for all stream types, a multi-seasonal sampling seemed to be 
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necessary due to the very poor ecology present in the Dender as a result of pollution and other 

types of impacts.  

 

The study of Goethals et al. (2002) aimed at analyzing the ecological niches of 

macroinvertebrates in the Zwalm river basin (Flanders, Belgium) and checking the 

convenience of these models to make predictions on river restoration projects. Classification 

trees were constructed for all 52 taxa collected during the 60 samplings in the headwaters of 

the Zwalm river basin. The poor performance of most induced trees had probably its origin in 

the small size of the dataset. The reliability of the predictions differed dramatically between 

the macroinvertebrate taxa and the frequency of occurrence of the taxa in the different sites 

was likely to be one of the major explanations of this phenomenon (Table 3.8). Especially 

when the taxa were very common or extremely rare, the number of correctly classified 

instances was very high during the validation process, but this can mainly be explained by the 

high reliability to make a good prediction even without making use of information from the 

data. Therefore, this study illustrated the need for other evaluation indices, such as K (Cohen’s 

kappa) to cope with this type of problems. The J48 algorithm did not induce a meaningful tree 

in these cases, as can be seen in Table 3.8 for Aplexa and Tubificidae. The trees did not use 

any variables characterizing the river, but simply state that ‘Aplexa is always absent’ and 

‘Tubificidae are always present’. In other words, there is no ecological information extracted 

from the data. The J48 algorithm is mainly interesting for moderately frequent taxa, such as 

Asellus and Gammarus (Figure 3.5). Based on tenfold cross validation, the CCI score was 63 

% for predicting Gammarus.  

 

Table 3.8 Prediction of three different macroinvertebrate taxa by means of classification 
trees (CCI calculation based on tenfold cross validation, the database consisted 
of 48 instances). 

  

Taxa Frequency of 
occurrence in the 

Zwalm (%) 

CCI (%) Number of 
variables in 
the model 

Number of leafs 
(model complexity) 

Aplexa 2 100 0 1 
Asellus 43 63 2 3 
Tubificidae 93 94 0 1 
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Figure 3.5 Example of a classification tree model of Gammarus in the Zwalm river basin. 
The single bold frames (nodes) contain the classification variables, while the 
double frames (leaves) contain the final prediction of the Gammarus presence 
or absence. ‘Hollow river banks’ (HRB) is a categorical variable (six classes: 
1= very good hollow banks under trees; 2 = good hollow banks; 3 = hollow 
banks by erosion under vegetation; 4 = moderate cavities; 5 = hollow banks 
not probable; 6 = no hollow banks as a result of artificial embankments). 

 

The tree also revealed interesting information concerning the variables that are important to 

predict this taxon. The main variables for the prediction of Gammarus (according to this 

study) are water level, amount of hollow river banks, amount of stones, dissolved oxygen and 

pH. From the values in the leafs of the tree one can conclude that the Gammarus mainly 

prefer the upstream parts of the river basin. The taxon is present in undeep waters (water level 

lower than 10.5 cm). It also prefers hollow banks and cavities, which nearly only occur in fast 

running waters, thus also the higher and steeper upstream parts. Gammarus also prefer more 

stony material, which means quickly running streams where sediments do not settle. In cases 

of deeper waters without cavities (due to artificial embankments) the Gammarus are only 

present when the dissolved oxygen percentage is sufficiently high. The pH value plays a role 

under specific circumstances, but this classification is of the lowest importance in the tree. 
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Also the effect on the Asellus population of the removal of the 6 weirs in the Zwalm river 

basin was simulated by classification trees in this study by Goethals et al. (2002). According 

to the classification tree model Asellus only colonizes the broader river sites (the only rule 

generated by the J48-model using tenfold cross validation on all sixty instances was:’width 

more than 3.5 meters: Asellus present, while absent in the more narrow streams’). Since 

change in width itself is not enough to reflect the change on the taxon (but also depth, flow 

velocity) the model simulations were not concordant with what ecological experts expected. 

Therefore the conclusion was that in that stage, even the models that seemed to be reliable 

based on a performance indicator such as the CCI, were not yet useful for practical 

predictions in water management. This study therefore illustrated that at least three types of 

model validation are necessary to make sure that this type of models can be used in water 

management: theoretical validation based on well chosen performance indicators (thus also 

taking care of the prevalence of the taxa), comparison with existing ecological knowledge and 

practical simulation exercises. On top of this, also the willingness of river managers to use 

these models has to be checked to solve problems that are convenient for this type of tools. 

 

3.4.4.3 Research needs on predictive classification and regression tree 
development studies of aquatic macroinvertebrates 

 
As mentioned above, so far, no crisp guidelines to support the selection of learning settings do 

exist. This makes the use of this type of methods less attractive, since optimal settings need to 

be found via trial and error D’heygere et al. (2001). Often, studies are based on general 

standard settings of the software, based on experiences in a variety of applications. Also no 

study confirms or rejects these settings. This means that there is a high need for integrated 

tests on several datasets (and for exercises on different species), to get insight in basic rules 

that are useful for the construction (and in particular the parameter settings of the learning 

methods).  

 

On top of this, there are no in-depth studies that focus on the practical applicability of these 

methods for decision support in water management. The usefulness of the methods can only 

be checked and proven by such applications and will be crucial to convince river managers of 

the convenience of these methods to support decision making and information collection from 

datasets. 
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3.5 Comparison of different soft computing methods 
 
Actually there is a lack of comparative papers (Manel et al., 1999) in which more than two 

statistical methods are applied to the same data set. Most published ecological modelling 

studies use only one of the many techniques that may properly be used, and little information 

is available on the respective predictive capacity of each approach. The debate is usually 

restricted to the intrinsic suitability of a particular method for a given data set. When starting a 

static modelling study the choice of an appropriate method would be much facilitated by 

having access to publications of comparative papers that show the advantages and 

disadvantages of using different methods in a particular context (Guisan and Zimmermann, 

2000). 

 

Therefore, based on the rather limited set of case studies in which several methods were 

compared, it is until now nearly impossible to have clear insight in when to use what method. 

On top of this, also several methods such as BBNs and fuzzy logic were rarely applied yet, 

which means that these methods need further elaboration. Important to note is that many 

different methods are applied to evaluate model performance, which makes the comparison 

between studies very difficult. It is additionally worth mentioning that the practical 

applicability of the models for decision support (ecological knowledge extraction, predictions) 

is also a crucial quality aspect, which has so far been evaluated in none of the studies. 

 

3.6 Discussion 
 
When looking at the different soft computing techniques, it seems that they all have particular 

strengths and weaknesses. ANNs can give for instance well performing models, but generate 

black box systems and the integration of expert knowledge is difficult. Fuzzy logic can be 

used to develop models merely on expert knowledge, but the amount of input variables is very 

limited, because the rule sets become very complex when more than five input variables are 

used. BBNs have the interesting characteristics to be able to make networks in which can be 

seen how different variables affect each other. On the other hand, the needed information to 

set up these networks and the distribution is also huge.  

 

Presently, there is also no insight in the practical usefulness of such models in decision 

support systems. Most articles only discuss the development of the models and evaluate them 
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on the basis of one or more performance indices. The choice of an evaluation measure should 

be driven primarily by the goals of the study. This may possibly lead to the attribution of 

different weights to the various types of prediction errors (e.g. omission, commission or 

confusion). Testing the model in a wider range of situations (in space and time) will permit 

one to define the range of applications for which the model predictions are suitable. In turn, 

the qualification of the model depends primarily on the goals of the study that defines the 

qualification criteria and on the usfulness of the model, rather than on statistics alone. (Guisan 

and Zimmermann, 2000) 

 

The contribution of input variables, is another very important aspect that needs more research. 

Many variables are not making part of the dataset, some have a high variability, that can be 

caused by measurement difficulties, but also by the natural changes in the river systems. 

Therefore, also the effect of monitoring methods needs more research, in particular the 

incorporation of ‘new’ variables which are less straightforward to make predictions on. This 

is in particular the case for structural and morphological variables that often need to be 

visually monitored, but also for heavy metals and other potential toxicants, seen their effects 

are often related to the environment where they are released (bio-availability, accumulation, 

etc.). Also the latter aspects can be very innovative research goals in the field of soft 

computing models to predict river communities. For this purpose, the methods described in 

the recent paper of Gevrey et al. (2003) published in Ecological Modelling, that conducted a 

comprehensive comparison of eight different methodologies that have been widely used in the 

ecological literature, will also be a starting point of this research. In particular some of these 

methods are useful to get insight in the applied variables during the ANN calculations and can 

in this manner reveal the ecological and practical relevance of this so-called black box 

technique. 

 

3.7 Conclusions 
 
Although there is quite some experience gained with data driven models to predict 

macroinvertebrates, several key-questions remain with regard to the optimal architecture, the 

input variables, the ecological relevance and practical use of the models for river 

management. Therefore, this thesis is comparing different methods to develop predictive 

models for macrobenthos communities. In particular the ecological relevance of the models 

will be focussed on as well as their performance in practical river management applications. 
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Given the many questions that remain on the effect of input variables on the model 

performance and the need to get insight in the habitat preferences of macroinvertebrates, 

different input variable contribution methods (in combination with ANN) and pruning settings 

(in combination with classification trees) will be tested as well. 
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4.1 Data collection on river sediments in Flanders 

(1996-1998) 
 
4.1.1 Introduction 
 
Contaminated river sediments can have direct adverse impacts on bottom fauna. 

Contaminated sediments can also be a long-term source of toxic substances to the 

environment and can impact wildlife and humans through the consumption of food or 

water or through direct contact. These impacts may be present even though the overlying 

water is meeting the required quality criteria. This chapter describes the data collection of 

river sediments in Flanders during the period 1996-1998. These samples were taken with a 

Van Veen grab sampler within a stretch of 50 m in 360 sites of unnavigable river stretches 

in Flanders. These sites were sampled within the framework of the TRIAD assessment 

methodology for sediments of Flemish watercourses (de Deckere et al., 2000; De Pauw 

and Heylen, 2001). The database consists of physical-chemical, ecotoxicological and 

biological results. 

 

4.1.2 The TRIAD approach for the assessment of river sediments in 
Flanders 

 
In recent years, contaminated sediments have become an important environmental issue. 

Contamination of river sediments is often identified as high risk to the environment. 

Management requires a specific approach concerning sampling and analysis of the 

sediments. For this reason, the TRIAD approach is being applied in Flanders (De Cooman 

et al., 1999) on the basis of the principles described by Chapman (1992) and Van de 

Guchte (1992). In the TRIAD approach three categories of data are linked: observations 

demonstrating effects occurring in the field (biological data), results of bioassays linking 

field effects to sediment toxicity (ecotoxicological data) and concentrations of 

contaminants in the sediment (physical-chemical data) (den Besten et al., 1995).  
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4.1.3 Monitoring strategy and sites  
 
From 1996 till 1998, 360 sites were sampled within the framework of the TRIAD 

assessment methodology for sediments of Flemish unnavigable watercourses (De Cooman 

et al., 1999) (Figure 4.1).  

 

 
 
Figure 4.1 Sampling sites (360) in Flanders (Belgium) analysed during the period 1996-

1998. 
 
 

The selection of the study sites was based on three principles (De Cooman et al., 1996): 

- Scientific principle (stratified site selection): the characterisation of the sediments is 

based on a ratio to reference principle, which implicates that several potential reference 

sites had to be selected. With this information, data on natural, unpolluted situation of 

different kinds of sediments as well as heavily polluted ones were collected to obtain a 

pollution gradient over the different sampling sites. This is also of major importance to 

guarantee that induced data driven models can be applied to make proper classifications 

and predictions for various river conditions: 

- Ecological principle: in order to guarantee the standstill principle (no further 

degradation), data on the current quality of (rare) ecological valuable sites was collected; 

- Pragmatic principle: sites were selected with the intention of an eventual remediation 

and/or protection. These intended actions however only make sense in rivers where all 

major sources of pollution are already disconnected. Therefore, major part of the sites had 

to fulfil to this requirement. 
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4.1.4 Sampling methods  
 
Sediment samples were taken by means of a Van Veen grab sampler (2 l volume, see 

Figure 4.2), zigzagging across the watercourse over a length of 50 m. Between 25 and 40 

sub-sample grabs (up to a total volume of approximately 40 l) were collected and mixed 

together homogeneously (Figure 4.2). From this mixture about 13 l were kept apart for 

studying the macroinvertebrate community (De Pauw and Heylen, 2001). The samples 

were rinsed over a sieve (mesh-size 0.5 mm) and all macroinvertebrates were sorted out 

carefully. 

 

 
 

 
 

 

 
 
Figure 4.2 Van Veen grab sampler (left) and mixing to obtain homogeneous subsamples 

for the different analyses (right). 
 

 

4.1.5 Abiotic and ecotoxicological river sediment characteristics 
 
In total, fifteen physical-chemical sediment characteristics were measured and used in the 

analyses of this thesis: temperature, pH, dissolved oxygen concentration (mg/l) and 

conductivity (µS/cm), all four measured in the water column combined with organic matter 

(kg OM/kg DM), Kjeldahl nitrogen (mg Kj-N/kg DM) and total phosphorus concentrations 

(mg P/kg DM) in the sediment, in combination with the metal concentrations of Cr, Pb, As, 

Cd, Cu, Hg, Ni and Zn. The ecotoxicological evaluation was based on two acute tests on 

pore water of the sediments: a 24h growth-inhibition-test with the alga Raphidocelis 

subcapitata (TOXR) and a 72h growth-inhibition-test with the crustacean Tamnocephalus 
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platyurus (TOXT). Also 6 structural variables were incorporated in the selection process, 

namely width, depth and flow velocity of the river together with the percentage of clay (0 – 

2 µm), loam (2 – 50 µm) and sand (50 – 2000 µm). The ranges of all the input variables 

were continuous, except for the two ecotoxicological variables for which false (0) or true 

(1) was used and the flow velocity that was divided into 6 classes (0, 1, 2, 3, 4, 5) from 

stagnant (0) up to very fast (5). Seasonality was included by means of day number. 

 

4.1.6 Macroinvertebrate community analysis 
 
In total 92 different taxa were found. The identification (Table 4.1) was performed as 

described in De Pauw and Heylen (2001). 

 

Table  4.1 Taxa identification level for the river sediments in Flanders dataset collected 
during the period 1996-1998. (De Pauw and Heylen, 2001) 

 
 
Taxa 
 

 
Identification level 

 
Plathelminthes 
Oligochaeta 
Hirudinea 
Mollusca 
Crustacea 
Plecoptera 
Ephemeroptera 
Trichoptera 
Odonata 
Megaloptera 
Hemiptera 
Coleoptera 
Diptera 
 
Hydracarina 

 
genus 
presence 
genus 
genus 
family 
genus 
genus 
family 
genus 
genus 
genus 
family 
family (exception: fam. Chironomidae: differentiate beween group 
thummi-plumosis / group non thummi-plumosis 
presence 
 

 
 

4.1.7 Database setup 
 
The database consisted of 360 instances about 24 environmental variables (day number 

included). The macroinvertebrate abundances were available as such, but also 

transformations were made to presence/absence variables and log(abundance + 1) to permit 
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a broader range of analyses (classification as well as regression models) and model 

validations on the basis of different performance indicators. 

 

4.2 Data collection in the Zwalm river basin (2000-2002)
 

4.2.1 General characteristics of the Zwalm river basin 
 
The Zwalm river basin is part of the Scheldt river basin (Carchon and De Pauw, 1997). The 

Zwalm river basin has a total surface of 11.650 ha and the Zwalm river has a length of 22 

km (Figure 4.4). The average water flow (at Nederzwalm, very near the Scheldt) is about 

one m3s-1. It has a very irregular regime, with low values in the summer (minima lower 

than 0.3 m3s-1) and relatively high values in rainy periods (maximums up to 4.7 m3s-1) 

(Lauryssen et al., 1994). The water quality in the Zwalm river basin improved a lot during 

the year 1999, due to investments in sewer systems and wastewater treatment plants during 

the last years (VMM, 2000). Nevertheless, most parts of the river are still polluted by 

untreated urban wastewater discharges and by diffuse pollution originating from 

agricultural activities. Although Flanders is in general rather flat, the Zwalm river basin is 

characterized by several height differences, resulting in a very unique river ecosystem 

within Flanders. However, due to the agricultural activities on several slopes, soil erosion 

is the most important geo-morphological process resulting in an import transport of 

(contaminated) sediments in the river. In addition to this, numerous structural and 

morphological disturbances such as weirs for water quantity control and artificial 

embankments affect the river ecology. A description of the major sources of stress to the 

ecology due to human activities in the Zwalm river basin is given in Table 4.2 (adapted 

from Goethals and De Pauw, 2001). 

 

In Figure 4.3 the water quality in the Zwalm river basin during the years 2000 and 2002 is 

illustrated on the basis of the Belgian Biotic Index. The BBI method uses macro-

invertebrates as indicators for the level of pollution (De Pauw and Vannevel, 1993). The 

methodology is based on the theorem that increasing pollution will result in a loss of 

diversity and a progressive elimination of certain pollution-sensitive groups. The BBI-

system is interpreted as follows: 1 - 2 = very heavily polluted or red, 3 – 4 = heavily 

polluted or orange, 5 – 6 = moderately polluted or yellow, 7 – 8 = slightly polluted or 
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green, 9 – 10 = unpolluted or blue. The map illustrates that most sites (except some very 

good ones in the southern part of the basin) do not meet a good ecological status, despite 

all restoration activities. In particular structural modifications and diffuse pollution are 

probably responsible for this. 

 

Table 4.2 Description of the main factors responsible for the spatial and temporal 
diversity in the ecosystem in the Zwalm river basin (Goethals and De Pauw, 
2001). 

 
 

Physical-chemical 
disturbances 

 

 
Structural and 

morphological features 
 

 
Direct biological 
‘disturbances’ 

 
 
Point sources: 
- Effluent WWTP (urban 
and industrial) 
- Combined sewer 
overflows 
Sewer systems 
- Accidents (fuel storage 
tanks) 
- Feeding of animals, 
fishing 
 
Diffuse sources: 
- Agriculture 
- Traffic 
- Scattered housings 

 
- Water quantity 
management (weirs, 
artificial embankment) 
- Transport infrastructure 
- Physical pollution (wood 
debris, large wastes) 

 
- Fishing 
- Rat traps 
- Sampling related to 
monitoring 
- Fish stock modification 
(angling management, pond 
overflows) 
- Game (e.g. birds: wild 
ducks) 

 

 

4.2.2 Monitoring strategy and sampling sites 
 
In spite of the fact that a lot of data have been gathered in Flanders on the numerous river 

systems, still many gaps have to be filled before these data will meet the requirements of 

our modelling objectives. First of all, the data are scattered over different institutes in 

Flanders using various format types, other co-ordinate systems, etc. Although a database of 

the Zwalm river basin was developed to be implemented in a GIS as an exercise in which 

data of several institutes were integrated, it was never put into practice (Carchon and De 

Pauw, 1997). This methodology was based on the use of charts in which coloured lines and 

symbols give information on the ecological quality, types of disturbances, their causes and 
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also on potential solutions. The river quality lines represented the most recent data on the 

physical and chemical, biological and structural and morphological status of the river. A 

major problem with these data was however that they were too scarce and not enough 

variables were measured at each site. Similar problems were encountered with more recent 

data of the Flemish Environment Agency (VMM).  
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a. BBI 2000 b. BBI 2002 

 
Figure 4.3 Illustration of the water quality in the Zwalm river basin in the 60 monitored 

sites of this study in the years 2000 and 2002. 
 

Therefore, methods to improve sampling for the development of habitat suitability models 

of macroinvertebrates were searched for. In this context, Hirzel and Guisan (2002) 

proposed the following considerations to improve the sampling strategy for habitat 

suitability modelling:    

- increase sample size; 

- prefer systematic to random sampling; 

- include environmental information in the design of the sampling strategy. 
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Additionally, to be efficient, a sampling strategy needs to be based on those gradients that 

are believed to exercise major control over the distribution of species. These gradients 

should be considered primarily to sampling, because otherwise vital information will limit 

model accuracy, in particular when data driven model development methods are used, such 

as artificial neural networks and classification trees. Random sampling could lead to 

truncated response curves for some species if the extremities of the main environmental 

gradients are under-sampled. Stratifying along these gradients and sampling the extremities 

can assure an efficient sampling of these outer limits (Hirzel and Guisan, 2002). This is 

why it is important not only to sample sites which are degraded to identify point and 

diffuse pollution sources based on physical-chemical characteristics. Also the more pristine 

sites in the upper reaches need to be sampled. These sites will reveal what is feasible from 

an ecological point of view. Therefore, prior to model development, for each variable the 

variability was visually analysed, to get insight in the maximum and minimum values, the 

average as well as the type of distribution. 

 

The above considerations were taken into account during the development of a new 

monitoring network. Based on the experience with the river sediments in Flanders 

database, it was clear that the amount of impacts of the selected river system needed to be 

reduced, because otherwise too many processes had to be taken into consideration and the 

required dataset would have to be very large to develop reliable models handling all the 

natural as well as man induced variability. Nearly simultaneously, two river systems were 

analysed to set up a monitoring network.  

 

The Dender river basin was selected as one of both, because a lot of studies were done on 

this river during the mid nineties. Based on a set of preliminary sampling campaigns on the 

Dender river basin during the period 1998-2000 (e.g. D’heygere et al, 2002), it seemed 

necessary to be very well familiar with the river system, to know what kind of variables 

needed to be measured, which local (small scale) aspects could have a dramatic effect on 

the ecology, etc. When too many factors interfere, as was the case in the Dender river (e.g. 

Vandenberghe et al., 2004), often very dynamic patterns were encountered and the 

allocation of the effects on the ecology would become very difficult. Therefore, it was 

concluded that the selected river system needed to be characterized by a limited 

complexity to develop successful models, but on the other hand needed to contain enough 
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variability (combination near natural sites as well an interesting mixture of impacts) to 

make interesting models for river managers (to predict reference conditions, to simulate the 

effect or restorations actions, etc.). The Dender river did not meet these requirements and 

from 2000 onwards, the focus was put on the Zwalm river basin as further described. 

 

So the second river basin considered was the Zwalm. The study of Carchon and De Pauw 

(1997) in combination with a lot of practical field experience in the Zwalm river basin 

gathered during training courses delivered valuable insights in the river system. Also the 

interest of local river managers to set up restoration plans (e.g. Flemish Environment 

Agency was setting up investment plans for wastewater treatment, Aminal Division Water 

was doing studies to improve the flood control and link it with nature conservation, …) 

was a good argument to consider this system for further research. During the years 1998 

and 1999 several preliminary monitoring exercises were done to get insight in the major 

impact sources and natural variability, while also existing monitoring sites of the Flemish 

Environment Agency (VMM) were analysed, to check the feasibility to develop habitat 

suitability models. A major issue was to increase the amount of monitoring sites compared 

to the VMM, but on the other hand also to take care of time constraints (e.g. leaving time 

for data analysis, model development, calculating simulations and discussing results with 

river managers). Also budget limitations played a key role in the selection of variables and 

measurement frequency, e.g. no metal and organic micro-pollutants could be part of the 

analysis (but because of the limited industrial activities, these compounds probably played 

a minor role in the river ecology and could be excluded from the data collection). 

 

In total, 60 sites were selected in the Zwalm river basin in which samples for physical, 

chemical and biological analysis were taken (Figure 4.4). Observations regarding the 

structural characteristics were also made. These sites were examined each summer over a 

three year period (2000-2002). In this way, 180 sets of observations were available. At one 

site, however, the artificial substrates got lost which means that no biological data were 

available for that year. The database consisted thus only of 179 instances. 
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structures (banks) were monitored visually (Dedecker et al., 2002). To illustrate the 

meaning of the different classes of these variables, a description in combination with some 

pictures clarifying their meaning is presented in Tables 4.3, 4.4, 4.5 and 4.6. The fractions 

of boulders, pebbles, sand, loam and clay (%) were determinded granulometrically in the 

laboratory. Distance to mouth (m) was calculated using ArcView GIS 3.2a. A topographic 

map was used to determine the stream order (scale 1/25000). 

 

4.2.4 Macroinvertebrate community monitoring and analysis 
 
The macroinvertebrates were collected by means of a standard handnet during five minute 

kick sampling within a river stretch of 10 m (IBN, 1984) and by in situ exposure of 

artificial substrates (De Pauw et al., 1994) (Figure 4.5). The objective of the sampling was 

to collect the most representative diversity of the macroinvertebrates at the examined site 

(De Pauw and Vanhooren, 1983).  

 

In contrast to previous study (river sediments in Flanders), the biological data collection 

was done in a less quantitative manner, but on the other hand more taxa could be collected, 

because the hand net sampling methodology allows to collect taxa in more habitats, what is 

in particular important to be able to explain the effects of modifications of the physical 

habitat. 

 

4.2.5 Database setup 
 
The database consisted of 179 instances about 24 environmental variables. The 

macroinvertebrate abundances were available as such, but also transformations were made 

to presence/absence variables and log(abundance + 1) to permit a broader range of 

analyses and model validations on the basis of different performance indicators. 
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Table 4.3 Meandering pattern. 

 

  
 

 
Meandering pattern is (nearly) pristine: 
sinuously meandering pattern, continuous 
presence of big curves. 
 
Class 1 

 

 
 

 
Meandering pattern is well developed: 
presence of big curves, not continuous. 
 
Class 2 

 

 
 

 
Meandering pattern is moderately 
developed: slightly meandering pattern, 
continuously. 
 
Class 3 

 

  
 

 
Meandering pattern is poorly developed: 
slightly meandering pattern, not 
continuously. 
 
Class 4 

 

 
 

 
Meandering pattern is absent: straight river 
channel (without artificial embankments). 
 
Class 5 

 

 
 

 
Meandering pattern is absent due to 
structural changes: straight river channel 
(artificial embankments). 
 
Class 6 
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Table 4.4  Pool-riffle pattern. 

 

 
 

 
Pool-riffle pattern is (nearly) pristine: 
extensive sequences of pools and riffles. 
 
Class 1 

 

 
 

 
Pool-riffle pattern is well developed: high 
variety in pools and riffles. 
 
Class 2 

 

 
 

 
Pool-riffle pattern is moderately developed: 
variety in pools and riffles but locally. 
 
Class 3 

 

 
 

 
Pool-riffle pattern is poorly developed: low 
variety in pools and riffles. 
 
Class 4 

 

 
 

 
Pool-riffle pattern is absent: uniform pool-
riffle pattern. 
 
Class 5 

 

 
 

 
Pool-riffle pattern is absent due to structural 
changes: uniform pool-riffle pattern due to 
reinforced bank and bed structures. 
 
Class 6 
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Table 4.5 Hollow river banks. 

 

 
 

 
Hollow river banks are (nearly) pristine: 
cavities under trees and in the outside 
curves. 
 
Class 1 

 

 
 

 
Hollow river banks are well developed: 
cavities merely in the outside curves. 
 
Class 2 

 

 
 

 
Hollow river banks are moderately 
developed: cavities under vegetation due to 
erosion. 
 
Class 3 

 

 
 

 
Hollow river banks are poorly developed: 
shallow bank erosion. 
 
Class 4 

 

 
 

 
Hollow river banks are absent: no cavities 
expected due to low dynamics. 
 
Class 5 

 

 
 

 
Hollow river banks are absent due to 
structural changes: absent due to reinforced 
bank structures. 
 
Class 6 

 



                                                                                                                                              91 

 
Table 4.6 Bank structure. 

 

  
 

 
Natural/unmodified: no artificial bank 
reinforcement structures present. 
 
Class 0 (absent) 

 

  
 

 
Moderately and/or partial artificial/modified: 
part of the banks are reinforced with wood, 
stones, brick, concrete, … 
 
Class 1 (partial) 

 

  
 

 
Completely artificial/modified: banks are 
reinforced with wood, stones, brick, 
concrete, … 
 
Class 2 (total) 
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Figure 4.5 Illustrations concerning the kick sampling technique and artificial substrates 

(top) and details related to applied hand net to collect macroinvertebrates: 
A. handnet with handles; B. kick method (bottom). 

 

 

 

 

 



                                                                                                                                                                                 93
                                                                                                                                              

4.3 Information collection on the habitat 
preferences of Gammarus and Asellus 

 
4.3.1 Introduction 
 
Gammarus and Asellus were chosen as representative taxa because of their highly variable 

presence in both ecological databases, their use as bio-indicators in river quality 

assessment (MacNeil et al., 2002), the relative high amount of ecological studies on this 

type of organisms (ecological as well ecotoxicological, e.g. Peeters, 2001; de Haas, 2004) 

and their importance in the food web (e.g. food source for many fish species (e.g. for 

Bullhead in streams) and break down of organic materials such as leaves). Both taxa are 

part of the subphylum of the crustaceans. However Gammarus is an amphipod 

(Amphipoda order), while Asellus is part of the Isopoda order (Table 4.7). 

 

Table 4.7 ITIS taxonomic reports of Gammarus and Asellus (Linnaeus, 1758) (source: 
http://www.itis.usda.gov). 

 
 

Kingdom Animalia 
Phylum Arthropoda 

Subphylum Crustacea 
Class Malacostraca 

Subclass Eumalacostraca 
Superorder Peracarida 

 
Gammarus 

 
Asellus 

 
Order Amphipoda (amphipods) 
Suborder Gammaridea 
 
Family Gammaridae 
Genus Gammarus 
Species e.g. Gammarus pulex 

 
Order Isopoda (isopods, sowbugs) 
Suborder Asellota 
Superfamily Aselloidea 
Family Asellidae 
Genus Asellus 
Species e.g. Asellus aquaticus 
 

 
 

In the following chapters a general desciption is given of the habitat preferences of both 

taxa. This information will be used for the practical ecological validation of the data driven 

models. Major difficulties were encountered to find consistent expert knowledge. Many 

descriptions did not explicitly mention numerical ranges or regression curves, 
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identification was often done at different levels, studies were performed on data sets of all 

kinds (e.g. Peeters (2001) who studied both groups in lakes, estuaries and rivers, in 

combination with toxicity tests and laboratory setups), etc. Nevertheless, some concordant 

characteristics where found and are mentioned below. 

 

4.3.2 Knowledge base on Gammarus 
 
For the Gammarus genus, the species Gammarus pulex is of major importance in Flanders. 

Gammarus pulex appears in all kind of types of waters: lakes, headwaters, river tributaries, 

canals, etc… (Karaman and Pinkster, 1977; Hawkes, 1979; Verdonschot, 1990; Peeters, 

2001), but prefers rather fast running streams (Bayerisches Landesamt für 

Wasserwirtschaft, 1996), since it has very good swimming abilities (Brehm and Meijering, 

1990). Illustrations of the organism and a scheme of its typical habitat is presented in 

Figure 4.6. Gammarus pulex is almost non-tolerant for low oxygen conditions 

(Wesenberg-Lund, 1982), but it can tolerate low oxygen concentrations when water 

temperatures are low (Gledhill et al., 1993). It generally prefers localities with a 

temperature well below 20°C (Gledhill et al., 1993). Gammarus pulex is suppressed by 

high organic conditions (Hawkes, 1979), but can stand organic pollution (Gledhill et al., 

1976; Gledhill et al., 1993). Generally, Gammarus pulex is less tolerant to inorganic 

pollutants and to organic sewage (Whitehurst and Lindsey, 1990). Gammarus pulex prefers 

substrate heterogeneity (Tolkamp, 1980), especially detritus substrates or detritus mixed 

with sand or gravel or leaf material (Tolkamp, 1982). Gammaridae are sensitive to high 

conductivity values. At conductivity values above 1000 µS/cm, they experience negative 

influences (Macrofauna-atlas of North Holland, 1990). Gammarus pulex is normally absent 

from acid waters where the pH is below 5.7 (Gledhill et al., 1993), this was confirmed by 

Peeters (2001), who described via logistic regression the habitat niche for several 

environmental variables (Table 4.8). The latter author found out that Gammarus pulex 

occurs in ranges between pH 4.7 to 11.6, while for the related species Gammarus fossarum 

a more narrow range was described (pH 6.9 to 9.9). The order of importance of the 

variables in the logistic regression model by Peeters (2001) were: current velocity, 

Kjeldahl nitrogen, pH and depth. 
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Table 4.8 Values for the environmental variables at which the maximum probability of 
presence of Gammarus pulex was reached and the total range of occurrence 
(probability larger than one percent). These values were based on a logistic 
regression model. The < or > signs mean respectively that these model 
values are lower or higher than the observations (Peeters, 2001). 

 

 
Variable 

 

 
Maximum probability 

of presence value 
 

 
Range of occurrence 

 
Current velocity (cm/s) 
Width (m) 
Depth (m) 
BOD (mg/l) 
Chloride (mg/l) 
Conductivity (µS/cm) 
Ammonium nitrogen (mg/l) 
Kjeldahl nitrogen (mg/l) 
Oxygen (mg/l) 
Oxygen saturation (%) 
Total phosphorus (mg/l) 
pH 
Water temperature (°C) 
 

 
71 
0.1 
0.1 
0.1 
6 

398 
0.01 
0.20 
14.0 
90 

0.13 
8.1 
9.8 

 
0 - 198 

0.1 - >40.0 
0.01 - >5.00 

0.1 - 37.0 
<6 - >498 

<88- >7942 
0.01-57.00 

0.10 - >68.00 
<0 - >27 
1 – 220 

0.01 - >18.00 
4.7 - >11.6 
<0 - >30 

 
 

4.3.3 Knowledge base on Asellus 
 
Two Asellus species were found (A. aquaticus and A. meridianus) in the Zwalm database, 

while no species-level information was available about the river sediments database (1996-

1998). These species have almost no differences in ecological preferences, although 

Asellus aquaticus is thought to be a little bit more resistant against pollution than Asellus 

meridianus (Gledhill et al., 1976; Chambers, 1977; Gongrijp, 1981; Verdonschot, 1990). 

Asellus aquaticus is on the other hand very resistant against low oxygen conditions 

(Hawkes, 1979; Verdonschot, 1990). Asellus aquaticus is tolerant against organic 

conditions, and often replaces Gammarus species under high organic conditions (Hawkes, 

1979; Verdonschot, 1990). Asellus aquaticus lives in waters especially when there is a 

varied detritus layer. Asellidae are mentioned to behave as indifferent along a water 

velocity gradient according to the Bayerisches Landesamt für Wasserwirtschaft (1996), 

while Tachet et al. (2002) mention the preference for downstream sections characterized 

by low flow velocities. Also Peeters (2001) mentions that Asellus aquaticus attempts to 

escape from sites with higher flow stress or that repeated passive drift took place. Asellidae 
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also have a preference for water courses with higher width (Macrofauna atlas of North 

Holland, 1990). Peeters (2001) mentions a moderate sensitivity towards metal 

contamination, in comparison to other macroinvertebrate taxa.  

 

A typical habitat is presented in Figure 4.7, in addition with a picture and a drawing. 

Because of the nearly similar ecological preferences of Asellus aquaticus and Asellus 

meridianus, Asellus prediction models were constructed for both species together. For bio-

assessment, this generalization could be of an important practical use, reducing the number 

of models for prediction of macroinvertebrate taxa in rivers. 

 
 

 
 
 

   
 

 

    
 

 
Figure 4.6 Scheme of a typical habitat of Gammarus (top) and in situ picture and 

drawing of Gammarus pulex (bottom).  
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Figure 4.7 Scheme of a typical habitat of Asellus (top) and in situ picture and drawing 

of Asellus aquaticus (bottom). 
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Chapter 5 
Data driven development of habitat suitability models based on 

classification trees and artificial neural networks to predict 
Gammarus and Asellus in rivers 
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5.1 Introduction 
 
This chapter is devoted to the development of predictive ecological models based on data 

driven methods (classification trees and artificial neural networks). These model development 

and habitat suitability studies focus on two taxa, the Crustaceans Gammarus and Asellus. In 

addition and in combination with the ANN models, several input contribution methods were 

applied to detect the major river characteristics to describe the habitat suitability for the two 

taxa. For the classification tree method, the major variables are selected and visualised based 

on pruning procedures and the outcomes can be compared to the ANN model input variable 

contribution methods. The ecological relevance of the models is analysed on the basis of 

expert knowledge from scientific literature. 

 

This chapter consists of seven components. The first component describes the methodologies 

behind the data analysis and preparation, development of predictive models based on data 

driven methods and the model validation methods. The second one deals with the application 

of data analysis and preparation methods. The other five components are presenting the 

following results: 

- development of habitat suitability models based on classification trees to predict Gammarus 

and Asellus in river sediments in Flanders; 

- application of backpropagation artificial neural networks predicting Gammarus and Asellus 

in river sediments in Flanders; 

- development of habitat suitability models based on classification trees to predict Gammarus 

and Asellus in the Zwalm river basin; 

- application of backpropagation artificial neural networks predicting Gammarus and Asellus 

in the Zwalm river basin; 

- a comparative discussion of the obtained results. 

 

5.2 Data driven model development methods 
 
5.2.1 Overview of the data analysis, model development and 

validation procedures 
 
This component describes the model development and validation procedures that were 

selected for this study. Prior to the description of these methods, a set of data analysis 

procedures is presented. These procedures were applied to get insight in the used datasets, 
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needed for a reliable development of data driven models, but also useful for the interpretation 

of the model results afterwards. 

 

5.2.2 Data analysis procedures 
 
5.2.2.1 Bandwidth and distribution of input and output variables 
 
Data driven models are built solely from the examples presented during the training phase, 

which are together assumed to implicitly contain the information necessary to establish the 

relation between input and output. As a result, these models are unable to extrapolate beyond 

the range of the data used for training. Consequently, poor predictions can be expected when 

the validation data contain values outside of the range of those used for training (Maier and 

Dandy, 2000). Insight in the range of inputs and outputs, which determine also the maximum 

application range of data driven models, is therefore a first and basic step before model 

development and application. 

 

5.2.2.2 Correlation between input variables 
 
A first pass filter to help identify ‘noise’ variables is to calculate the correlation of pairs of 

variables. If two variables are strongly correlated, then one of these two variables may be 

removed without adversely affecting the model performance. The cut-off value for variable 

elimination is a heuristic value and must be determined separately for every model 

development application. But any correlation with absolute value of 0.20 or higher indicates a 

probable noise source to in particular ANN models according to Walczak and Cerpa (1999). 

However, the removal of input variables can be overruled for practical reasons (river 

managers interest for particular simulations) or by use of ecological expert knowledge. 

 

5.2.2.3 Visual relation analysis between input and output variables 
 

A visual relation analysis between the input and output variables can be beneficial to get 

insight in outliers, the data clusters, missing or scarce variable combinations in certain ranges, 

… As such, these methods can be very interesting in delivering insight in the difficulty to 

develop well performing models, why models perform weakly, whether some data can be 

classified as outliers (even check whether it involves errors of all sort, e.g. measurement 

uncertainty, data digitalization errors, …). For this, data visualisation methods can be very 
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interesting to get a better understanding of the model performance in the end and also to 

reveal what type of measurements should be undertaken in the future to enhance the data set. 

 

These analyses have gained a lot of popularity during the last years and became standard tools 

in most data mining and analysis software packages. These analyses were performed in Weka 

(Witten and Frank, 2000). 

 

5.2.3 Model development methods 
 
5.2.3.1 Dataset construction for model training and validation 
 
Three fold cross validation was used for the model training and evaluation of the predictive 

performance, as well as to compare the different methods to test the contributions of the input 

variables of the ANN models. In this manner one gets insight in the stability of the model 

development and the input variable contribution methods, while also limiting the work load 

(data preparation, model training and validation). Much more intensive cross validation, such 

as ten fold cross validation (what is described as a standard value by Witten and Frank 

(2000)) seemed also less suitable seen the relative small datasets, and the related unreliably 

small validation sets it would involve. 

 

The training dataset consisted of 228 instances and the validation set of 114 instances in case 

of the river sediments in Flanders (1996-1998), while similarly 119 instances and 60 instances 

were used respectively in the training and validation sets of the Zwalm river (2000-2002). The 

prevalence of the taxon was similar in all training and validation sets (thus different 

combinations were constructed for Gammarus and Asellus), as is illustrated for Asellus in 

Figure 5.1. Before training of the decision trees and neural networks, the data were randomly 

shuffled in the training datasets, to avoid biased training. 



                                                                                                                                                            104
 

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0 20 40 60 80 100 120

A
se

llu
s

 (l
og

(a
bu

nd
an

ce
+1

))

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0 10 20 30 40 50 6

A
se

llu
s

 (l
og

(a
bu

nd
an

ce
+1

))

0
 

  (a) 
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Figure 5.1 Distribution plots of the log(abundance+1) of Asellus in the three 
training (a) and validation (b) data subsets derived from the Zwalm 
river basin database. The training dataset consisted of 119 instances, 
while the validation set comprised 60 instances. The amount of 
instances in which Asellus is present is similar in all training and 
validation sets. Before training of the neural network, the data were 
randomly shuffled in the training datasets, to avoid biased training. 

 

 



                                                                                                                                                            105
 

The abundances of the macroinvertebrates were transformed to the class absent defined as [0, 

0.5[ and present as [0.5, 1[ for the presence/absence models (both classification trees and 

ANNs). For the regression ANN models, a log(abundance+1) transformation was executed, as 

is often applied in ecological databases consisting of a lot of zero’s and a relatively small 

amount of data in the larger range (Legendre and Legendre, 1998). 

 

5.2.3.2 Classification trees 
 
Classification trees were constructed on the basis of the Weka software (Witten and Frank, 

2000). Weka is a collection of machine learning algorithms for data mining tasks. The 

algorithms can either be applied directly to a dataset or called from your own Java code. 

Weka contains tools for data pre-processing, classification, regression, clustering, association 

rules, and visualization. It is also well-suited for developing new machine learning schemes.  

 

The applied algorithm to grow classification trees is ‘weka.classifiers.trees.J48’. This is an 

algorithm to construct pruned or unpruned C4.5 classification trees (Witten and Frank, 2000). 

Default settings were applied (based on trial and error these gave relative good results that are 

difficult to improve in a general manner for all used datasets), except for the confidence factor 

(default 0.25), which had a very important effect on the selected variables and the number that 

were used for the classification. This factor was tested at four levels: 0.5, 0.25, 0.1 and 0.01. 

This led to the following settings to develop the classification trees: 

- ‘binary splits’  (whether to use binary splits on nominal attributes when building the trees): 

false; 

- ‘confidence factor’ (the confidence factor is used for pruning; smaller values incur more 

pruning): 0.5, 0.25, 0.1 and 0.01; 

- ‘minimum number of instances per leaf’: 2; 

- ‘number of folds’ (determines the amount of data used for reduced-error pruning: one fold is 

used for pruning, the rest for growing the tree): (3); 

- ‘reduced error pruning’ (whether reduced-error pruning is used instead of C.4.5 pruning): 

false; 

- ‘seed’ (the seed used for randomizing the data when reduced-error pruning is used): 1; 

- ‘subtree raising’ (whether to consider the subtree raising operation when pruning): true; 

- ‘unpruned’ (whether pruning is performed): false; 

- ‘use Laplace’ (whether counts at leaves are smoothed based on Laplace): false. 
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5.2.3.3 Artificial neural networks 
 
5.2.3.3.1 Artifical neural network parameter settings and architecture 
 
A multi-layer feed-forward neural network was trained using an error backpropagation 

training algorithm (Rumelhart et al., 1986). The structure of the applied Artificial Neural 

Network is presented in Figure 5.2. The network consisted of 24 input neurons, each 

representing an environmental variable, 10 hidden neurons and one output neuron, indicating 

the probability of presence (in case of training with presence/absence classes) or 

log(abundance+1) of the taxon. The transfer functions were of the logistic sigmoid type. In 

case of presence/absence model predictions, the model output (‘probability of presence’) was 

transformed to the class absent defined as [0, 0.5[ and present as [0.5, 1[. In this manner the 

CCI and K could be calculated for comparisons between the models. 

 

The training was stopped when the error in the validation set started to increase in order to 

avoid overfitting (cf. Gevrey et al., 2003). The neural network models were implemented in 

the software package MATLAB 6.1 for MS Windows™ (according to Gevrey et al., 2003). 

The settings in this toolbox were all default and were determined based on experience: 

learning rate = 0.001, incremental learning rate = 1.05, decreasing learning rate = 0.75, 

momentum = 0.95, transfer functions in hidden and output layer = logsig, error ratio = 1.04 

and weight coefficient = 0.3. 

 

5.2.3.3.2 Input variables contribution methods 
 
Although many methods (and terms) exist for attribute selection and sensitivity analyses (e.g. 

Witten and Frank, 2000), only a limited set, consisting of six methods that had already proven 

to be convenient in ecological modelling studies, was applied during this study. These 

methods were selected and integrated in a MATLAB toolbox by Gevrey et al. (2003) at the 

Université Paul-Sabatier (Toulouse, France) as part of the European PAEQANN-project 

(EVK1-CT1999-00026): ‘Predicting Aquatic Ecosystem Quality using Artificial Neural 

Networks: Impact of Environmental Charateristics on the Structure of Aquatic Communities 

(Algae, Benthic and Fish Fauna)’ (http://quercus.cemes.fr/paeqann). These methods are 

briefly described underneath. 

 

 

http://quercus.cemes.fr/paeqann


                                                                                                                                                            107
 

 

 

Figure 5.2 Example of the structure of the Artificial Neural Network used in this 
study. The input layer consisted of the 24 input variables, the hidden 
layer comprised 10 neurons and the output of the network was the 
log(abundance+1) or probability of presence of the taxon (in this case 
Asellus). 

 

 

‘PaD’ method 
 
Two results can be obtained by this method. The first one is a profile of the output variations 

for small changes of each input variable and the second one a classification of the relative 

contributions of each variable to the network output. Only the second method is presented. 

Therefore, the partial derivatives of the ANN output with respect to the input are calculated 

(Dimopoulos et al., 1995, 1999). For a network with ni inputs, one hidden layer with nh 

neurons and one output (i.e. no = 1), the partial derivatives of the output yj with respect to 

input x, (with j = 1, …, N and N the total number of observations) are: 
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(on the assumption that a logistic sigmoid function is used for the activation). When Sj is the 

derivative of the output neuron with respect to its input, Ihj is the response of the hth hidden 

neuron, who and wih are the weights between the output neuron and hth hidden neuron, and 

between the ith input neuron and the hth hidden neuron. 

 

The result of the second method concerns the relative contribution of the ANN output to the 

dataset with respect to an input. It is calculated by a sum of the square partial derivatives 

obtained per input variable: 
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1
)(∑

=

=
N

j
jii dSSD

 
 

One SSD (Sum of Square Derivatives) value is obtained per input variable. The SSD values 

allow classification of the variables according to their increasing contribution to the output 

variable in the model. The input variable that has the highest SSD value is the variable, which 

influences the output most. 

 

‘Weights’ method 
 
The procedure for partitioning the connection weights to determine the relative importance of 

the various inputs was proposed first by Garson (1991) and repeated by Goh (1995). The 

method essentially involves partitioning the hidden-output connection weights of each hidden 

neuron into components associated with each input neuron. This algorithm is simplified but 

gives results identical to the algorithm initially proposed: 

 

(1) For each hidden neuron h, divide the absolute value of the input-hidden layer connection 

weight by the sum of the absolute value of the input-hidden layer connection weight of all 

input neurons, i.e. 

 
For h = 1 to nh, 

 For i = 1 to ni,  
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 end, 

end. 

 

(2) For each input neuron i, divide the sum of the Qih for each hidden neuron by the sum for 

each hidden neuron of the sum for each input neuron of Qih, multiplied by 100. The relative 

importance of all output weights attributable to the given input variable is then obtained. 

 

For i = 1 to ni
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end. 

 

‘Perturb’ method 
 
This method aims to assess the effect of small changes in each input on the neural network 

output. The algorithm adjusts the input values of one variable while keeping all the others 

untouched. The responses of the output variable against each change in the input variable are 

noted. The input variable whose changes affect the output most is the one that has the most 

relative influence. In fact, the mean square error (MSE) of the ANN output is expected to 

increase if a larger amount of noise is added to the selected input variable (Yao et al., 1998; 

Scardi and Harding, 1999). These changes can take the form of xi = xi + δ where xi is the 

selected input variable and δ is the change. δ can be increased in steps of 10% of the input 

value up to 50% (commonly used values). The aim is to assess the effect of small changes in 

each input on the ANN output. We can then obtain a classification of the input variables by 

order of importance. 

 

‘Profile’ method 
 
This method was proposed by Lek et al. (1995, 1996a, b). The general idea is to study each 

input variable successively when the others are blocked at fixed values. The principle of this 
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algorithm is to construct a fictitious matrix pertaining to the range of all input variables. In 

greater detail, each variable is divided into a certain number of equal intervals between its 

minimum and maximum values. The chosen number of intervals is called the scale. All 

variables, except one, are set initially (as many times as required for each scale) at their 

minimum values, then successively at their first quartile, median, third quartile and maximum. 

For each variable studied, five values for each of the scale’s points are obtained. These five 

values are reduced to the median value. Then the profile of the output variable can be plotted 

for the scale’s values of the variable considered. The same calculations can then be repeated 

for each of the other variables. For each variable a curve is then obtained. This gives a set of 

profiles of the variation of the dependent variable according to the increase of the input 

variables. In this work, a scale of 12 was used between the minimum and maximum of the 

input variables. 

 

‘Stepwise’ method 
 
This method is the ‘Classical Stepwise’ method that consists of adding or rejecting step by 

step one input variable and noting the effect on the output result. Based on the changes in 

MSE, the input variables can be ranked according to their importance in several different 

ways, depending on different arguments. For instance the largest changes in MSE due to input 

deletions can allow these inputs to be classified by order of significance. Another approach is 

that the largest decrease in MSE can identify the most important variables, i.e. the most 

relevant to the construction of a network with a small MSE (Sung, 1998). In this study, the 

backward stepwise modelling approach (one by one elimination of the input variables) was 

adopted to assess the effect of the 24 input variables used. Therefore, 24 models were 

generated, each using only 23 of the available variables as inputs. The 24th missed out 

variable for which the resulting models gave the largest error, is the most important. Then, 23 

models were generated, combining 22 variables, i.e. all the variables minus that one 

eliminated just before and one of the other available inputs was eliminated in each model. 

This procedure was repeated using models with 21 input variables, 20, etc. until the 23 

variables were all eliminated. The order of elimination of the input variables in the network is 

the order of the importance of their contribution. 
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‘Improved Stepwise’ method 
 
The major drawback of the ‘Classical Stepwise’ method is that at each step a new model is 

generated and requires training. An improvement of this method consisted of building another 

called ‘Improved Stepwise’ method where only one model is used. In methods that use a 

single trained model, each variable in turn is processed and the MSE examined. The variable 

that gives the largest MSE when eliminated is the most important one. A classification of the 

variables can thus be made. For the ‘Improved Stepwise’ method used in this study, all the 

values of one input are transformed to the same value, i.e. its mean. 

 

Method stability evaluation 
 
In order to check the stability of each method, the training of the network was repeated three 

times, according to the three fold cross validation, and the relative contributions of the input 

variables on the output obtained evaluated for all methods and each trained network. Then, 

the mean contribution of each variable for the different methods was calculated. The three 

training sessions allowed for calculating the standard deviation what gave an indication of the 

stability of each method. 

 

5.2.4 Model validation methods 
 
Model validation in this study is based on performance indicators, comparison with ecological 

expert knowledge and their convenience for practical applications (this work is presented in 

Chapter 6). Depending on the type of output, different performance measures are convenient 

to evaluate and compare models. 

 

When presence/absence of the macroinvertebrates is predicted, most of the reviewed papers 

(cf. Chapter 3) applied the percentage of Correctly Classified Instances (CCI) to assess model 

performance. There is however clear evidence that this CCI is affected by the frequency of 

occurrence of the test organism(s) being modelled (Fielding and Bell, 1997; Manel et al., 

1999). Among the different measures, which are based on a confusion matrix (Table 5.1), 

proposed to assess the performance of presence/absence models (Table 5.2), Fielding and Bell 

(1997) and Manel et al. (1999) recommended the Cohen’s kappa (K) as a reliable performance 

measure, since the effect of prevalence on the K appeared to be negligible (e.g. Dedecker et 
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al., 2004a, c, D’heygere et al., 2004). A CCI of at least 70% and K higher than 0.4 were 

considered as good classifications. 

 

Table 5.1 The confusion matrix as a basis for the performance measures with true positive 
values (TP), false positives (FP), false negatives (FN) and true negative values 
(TN). 

 

 

Observed 

 

+ - 

+ a (TP) b (FP) 
Predicted 

- c (FN) d (TN) 

 

 

Table 5.2 Selected measures based on the confusion matrix to assess the performance of 
presence/absence models (after Fielding and Bell (1997)). 

  
Performance 
measure 
 

Calculation 

 

CCI 

 

(a+d)/N 

Cohen’s kappa [ ]
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When the output of a model consists of the species abundance, commonly used performance 

measures are the correlation (r) or determination (r²) coefficient and the (root) mean squared 

error ((R)MSE) or a derivative between observed (O) and predicted (P) values. For this study, 

the r is selected for the evaluation of the model performance. An r value larger than 0.4 is 

considered as a good model. 
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5.2.5 Model development scheme 
 
As an overview of the delivered results in this study, Table 5.3 presents an overview how the 

data driven model development methods were applied on the river sediments of Flanders 

(1996-1998) and Zwalm river basin (2000-2002) databases. To ease the interpretation and 

comparison between the model development methods, input variable contribution techniques, 

the two taxa and the databases, all methods were applied in an identical manner over both 

databases and taxa. 

 

Table 5.3 Model development scheme as applied to both databases. 
 
 
Classification trees (four pruning levels) 
     
 Evaluation based on performance indicators   
 Selected variables and ranking of importance   
 Ecological interpretation and discussion of practical use 
 
Artificial neural networks 
     
 Presence/absence classification of taxa    
  Performance based on performance indicators  
  Application of input variable contribution methods  
   Weights     
   PaD     
   Perturb     
   Stepwise Reg    
   Stepwise Imp    
   Profile     
 Prediction taxa abundance     
  Evaluation based on performance indicators  
  Application of input variable contribution methods  
   Weights     
   PaD     
   Perturb     
   Stepwise Reg    
   Stepwise Imp    
   Profile     
 Selected variables and ranking of importance   
 Ecological interpretation and discussion of practical use of the ANN models 
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5.3 Data analysis results 
 
5.3.1 Bandwidth and distribution of input and output variables 
 
A first step in the data analysis consisted of the analysis of the minima, maxima, averages and 

standard deviations (Table 5.4 and 5.5). Preferably, these analyses can be combined with 

visualisation graphs as presented in Figures 5.3-5.7. By doing so, one can directly see whether 

high standard deviations are a result of a wide span of most data or more related to some 

outliers (or ‘strange’ distributions). The use of the median (and compare it with the average) 

can as well give a good indication in this context. Since the visualisation graphs were 

available, this seemed not to give an added value. 

 

Table 5.4 Minima, maxima, averages and standard deviations of the input and output 
variables that were used for the river sediments in Flanders database (1996-
1998). 

 
Variable Minimum Maximum Average Standard deviation
Gammarus (abundance) 0 2000 9 111 
Gammarus (log(abundance+1)) 0.0 3.3 0.2 0.4 
Asellus (abundance) 0 257 6 24 
Asellus (log(abundance+1)) 0.0 2.4 0.3 0.5 
Day 20 338 175 107 
Width (m) 0.4 15.0 3.9 2.9 
Depth (m) 0.0 3.0 0.6 0.5 
Flow velocity (class variable) 0.0 4.0 - - 
Clay (%) 0.0 65.0 10.6 10.7 
Loam (%) 0.0 80.0 20.2 19.5 
Sand (%) 0.0 100.0 69.1 26.3 
Temperature (°C) 0.0 24.5 10.9 5.5 
pH 3.4 9.1 7.4 0.6 
Dissolved oxygen (mg/l) 0.1 13.2 5.7 2.5 
Conductivity (µS/cm) 110 16660 907 1183 
Organic matter (mg OM/kg DM) 0.4 113.0 4.9 7.3 
TOXT (class variable) 0 1 - - 
TOXR (class variable) 0 1 - - 
Total phosphorus (mg P/kg DM) 17 42200 1747 3399 
Kjeldahl nitrogen (mg N/kg DM) 100 11200 2010 1799 
Cr (mg /kg DM) 0 7020 64 406 
Pb (mg /kg DM) 0 1780 46 132 
As (mg /kg DM) 0 120 11 16 
Cd (mg /kg DM) 0 53 1 4 
Cu (mg /kg DM) 0 3740 41 220 
Hg (mg /kg DM) 0 21100 88 1208 
Ni (mg /kg DM) 0 300 14 23 
Zn (mg /kg DM) 8 4440 222 381 
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Based on this analysis of the river sediments in Flanders dataset, one can observe already 

several outliers (very high values and standard deviations) in the variables conductivity, total 

phosphorus, Kjeldahl nitrogen and most of the metals. However, these observations were 

probably correct measurements, and concerned very contaminated sites. This is clearly a 

major disadvantage of not being involved in the data collection. In case of the Zwalm river 

basin this doubt about data reliability was not encountered. 

 

Table 5.5 Minima, maxima, averages and standard deviations of the input and output 
variables that were used for the Zwalm river basin database (2000-2002). 

 
Variable Minimum Maximum Average Standard deviation 

Gammarus (abundance) 0 2850 164 401 
Gammarus (log(abundance+1)) 0.0 3.5 1.2 1.0 
Asellus (abundance) 0 2040 92 287 
Asellus (log(abundance+1)) 0.0 3.3 0.7 1.0 
Width (cm) 39 950 231 233 
Banks (class variable) 0.0 2.0 - - 
Meandering (class variable) 1.0 6.0 - - 
Pool/Riffle (class variable) 1.0 6.0 - - 
Hollow beds (class variable) 1.0 6.0 - - 
Depth (cm) 0 170 32 34 
Flow velocity (m/s) 0.0 1.9 0.4 0.3 
pH 6.7 8.1 7.6 0.3 
Temperature (°C) 10.6 20.9 14.3 2.1 
Dissolved oxygen (mg/l) 0.1 10.8 7.1 2.0 
Conductivity (µS/cm) 10 1414 741 183 
Suspended solids (mg/l) 0 949 46 90 
Ammonium (mg NH4

+/l) 0.0 6.0 0.9 1.1 
Nitrate (mg NO2

-/l) 0.2 15.2 5.8 2.9 
Total nitrogen (mg N/l) 2.5 75.7 11.3 7.2 
Phosphate (mg PO4

3-/l) 0.0 5.0 0.4 0.5 
Total phosphorus (mg P/l) 0.1 4.7 0.4 0.5 
COD (mg O2/l) 7.0 52.0 19.0 7.4 
Boulders (%) 0.0 100.0 37.3 38.9 
Gravel (%) 0.0 67.7 12.4 17.5 
Sand (%) 0.0 87.8 20.3 21.2 
Loam/clay (%) 0.0 100.0 26.7 26.7 
Distance to mouth (m) 1541 19864 9959 5081 
Stream order 1 4 2 1 
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This led directly to a though decision, whether to leave these measurements (instances) in the 

database or not, because for sure they can lead to less reliable models, as the broad range of 

some variables results in a relative compression of the majority of the measurements. In other 

words, the choice between sensitivity and bandwidth of the models had to be made. In this 

context, Dedecker et al. (2004b) tested the sensitivity and robustness of the ANN models 

when data, containing variables beyond the range of the data for training, were added. 

Therefore, the authors created a virtual dataset based on ecological expert knowledge to 

introduce ‘extreme’ values to the model. According to this study, the overall predictive power 

of the ANN models only decreased significantly when a relatively large virtual dataset in the 

training set was applied. Seen the limited set of ‘extreme’ values according to the data 

visualisation plots in 5.3.3, this study by Dedecker et al. (2004b) could be an argument to 

keep the outliers in. But also to make the models applicable in the widest span of cases and to 

make a tryout on data that are as natural as possible these ‘outliers’ were kept in the dataset 

(as such it was possible to check whether these data driven model development methods can 

deal themselves with outliers as is sometimes referred to by ANN experts). The latter has to 

do with testing the objectivity of the method and user-convenience as well. When too much 

needs to be prepared on the dataset, the methods will probably become less attractive. 

 

The dataset of the Zwalm river basin consisted as well of variables with a high standard 

deviation. However, few potential outliers could be detected and by rechecking in the field 

one could be convinced that in most cases it concerned indeed very good or very bad sites. 

Especially the very good ones are necessary for the prediction of the restoration options. In 

this manner these data analyses can also be helpful to check what kind of additional data are 

needed. In case of the Zwalm it are in particular very good sites that are missing and that 

could make the dataset better balanced. As a result, the prediction of very good conditions 

will be rather difficult for the derived data driven models. Also here, no data (instances) were 

removed. 

 

5.3.2 Correlation between the input variables 
 
The next step consisted of checking how related some variables might be on the basis of their 

correlation coefficient (r). According to Walczak and Cerpa (1999), any r with an absolute 

value of 0.20 or higher indicates a probable noise source to in particular ANN models and 

they advice to consider the removal of one of these variables. However, there might be 
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practical reasons to leave these correlated variables in, such as ecologically not relevant 

correlations (merely on the bases of coincidence), but also for practical applications where 

both variables might be altered in a different manner to simulate restoration options (e.g. 

metal pollution, specific channel modifications). This exercise is in this respect very 

interesting, because it means that the models are not trained to deal with these independent 

alterations of the highly correlated variables and might be characterized by an ill performance 

as they are ‘not trained for this job’. Therefore the validation with practical simulations is also 

necessary. 

 

In the sediments database, increased correlation values are identified for physical habitat 

variables (width, depth, flow velocity), sediment characteristics (clay, loam, sand), organic 

matter (organic matter, Kjeldahl nitrogen) and most of the metals (except As and Hg). There 

might have been as well a higher r observed between the metals and toxicity tests. The latter 

may indicate that toxicity can be related to other pollutants, that the bio-availability is an 

additional factor that has to be included to link the metal concentrations with their effects on 

organisms or that the available toxicity tests are not representative.  

 

In the Zwalm, quite a high r can be observed between the physical habitat variables. This is 

rather logic, because many artificial structures are combined (e.g. channel straightening with 

bank fortification). However, this is not always the case, and many exceptions exist, and 

models without this set of variables might lead to practical limitations of the models. 

Meandering is however clearly related to pool/riffle structures and hollow river banks. 

Perhaps in future analyses these three variables could be reduced to one. Also an expected 

good relation existed between width, depth, distance to mouth and stream order. Also here a 

variable reduction might be interesting. A better relation on the other hand was expected 

between the latter two sets of highly correlated variables (such as meandering and flow 

velocity). 

 

So, although there are several variables characterized by a high r, all variables were kept in 

both databases. In most cases there is a practical reason to keep them in, such as to prevent the 

limitation of simulations that can be done. Also the effect on the data driven model 

development and the variable contribution methods is interesting: will the data driven model 

development methods succeed or not to ‘remove’ these highly redundant variables and how 

will they be ranked by the methods. If so, it would again be advantageous from a user 
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friendliness perspective. On the other hand, several variables that were expected to be 

correlated were not. This is also an indication that one has to be careful during the selection 

phase of variables before the data collection. Better to monitor some extra variables… In 

addition, one has to be aware of the mere effect related to the manner how variables are 

calculated or expressed (e.g. classes, or transformations combining several variables, such as 

combination of metals with organic matter fraction to calculate bio-available metal fraction). 

Simply the latter ‘manipulation’ can already have a significant effect on the observed 

correlation and probably on the derived models as well. 

 

5.3.3 Visual relation analysis between input and output variables 
 

The third type of data analysis was based on visualisation graphs as presented in Figures 5.3-

5.7. In addition to insight in the distributions of the input variables (as already discussed in the 

first data analysis paragraph), also directly the distribution of the observed output classes is 

plotted. Two types of plots were used. The first type was based on the use of classes to look at 

the distributions. The second type (only a small part is presented in Figure 5.7 as an example), 

scatter plots were used as well. These go more into detail, but are on other hand much more 

complex and difficult to interpret. Based on both types of graphs, one can get directly some 

idea of the influence of the individual variables on the output variable. Therefore, these 

graphs are very interesting to compare with the model outcomes as well and will be part of the 

discussions in the next paragraphs when the results are evaluated. 

 

For most variables a logic relation can be observed, e.g. for the pollution variables a relation 

characterized by a reduction of the presence class when the concentration of the pollutant 

increases is presented. Also one can observe that several combinations of input variable 

ranges are less represented. Therefore in addition to removing variables due to correlations, 

and instances because of outliers, one can also consider to remove instances to make the 

distributions over all classes and values of the input variables more even. Also a 

transformation of the input variables can be considered. Also here, the dataset was kept as 

natural as possible, mainly to see whether the techniques can also cope with this bottleneck or 

not. 

 

 



  

Table 5.6 Correlation matrix of the 24 environmental variables in the river sediments of Flanders dataset. Correlation coefficients with an 
absolute value of at least 0.20 and lower than 0.50 are marked yellow, higher values are marked in orange. 
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Day 1.00    0.00 0.06 0.00 -0.23 -0.08 0.15        0.17 -0.19 -0.18 -0.06 -0.16 0.09 -0.13 -0.12 -0.19 -0.03 0.02 0.06 -0.06 0.06 -0.10 0.06 0.04
Width  1.00 0.66 -0.22         0.18 0.10 -0.15 0.19 0.04 0.06 0.00 0.01 0.02 -0.03 0.25    0.11 -0.04 -0.04 0.10 0.11 -0.04 0.21   0.05 0.02
Depth   1.00 -0.20 0.25                 0.07 -0.15 0.17 0.06 -0.11 0.02 0.05 0.04 -0.01 0.11 0.18 0.05 0.02 0.15 0.05 0.06 0.07 0.12 0.07
Flow velocity    1.00 -0.34 0.00      0.14 0.11 0.05 0.07 -0.08 -0.14 -0.14 -0.02 -0.10 -0.30 -0.06 -0.01 -0.01 -0.08 0.11   -0.08 0.07 0.04
Clay     1.00 0.48 -0.76 0.01 0.22  -0.04 0.15 0.41   0.10 0.14 0.26 0.72      0.11 0.12 -0.01 0.07 0.09 0.12 0.21  0.17
Loam      1.00 -0.93 0.05 0.38  -0.08 0.04 0.31    0.06 0.14 0.17 0.45       0.01 0.12 -0.16 -0.01 0.10 0.10 0.19 0.10
Sand       1.00 -0.04 -0.37 0.08 -0.09 -0.40 -0.09 -0.16 -0.23 -0.62 -0.05 -0.13 0.12 -0.02 -0.11 -0.12 -0.23 -0.14 
Temperature        1.00 0.15 -0.26 0.06      -0.11 0.09 -0.06 -0.05 -0.06 0.00 -0.02 -0.04 -0.06 0.04 -0.08 0.07 0.06
pH         1.00 -0.07 0.09 0.05 0.12 0.05 -0.02 0.20  0.01 -0.03 -0.22 -0.07 -0.03 -0.01 -0.01 -0.05 
Dissolved oxygen          1.00 -0.07 -0.13 -0.26 -0.00 -0.22 -0.16 -0.10 -0.11 0.03   -0.05 -0.05 -0.14 -0.08 -0.12
Conductivity           0        1. 0 0.08 0.03 0.00 0.13 0.15 0.15 0.04 0.27      0.04 0.03 0.05 0.04 0.11
Organic matter            1.00 0.04 0.04 0.24 0.68       0.10 0.15 0.04 0.09 0.17 0.11 0.22 0.24 
TOXT             01. 0 0.20      0.01 0.14 -0.01 0.00 -0.06 -0.04 -0.01 -0.03 0.03 0.01
TOXR               1.00 -0.01 0.08 -0.02 0.01 -0.05 -0.02 -0.01 -0.02 0.00 0.01
TotalP               01. 0 0.39  0.11 0.20 0.24 0.45 0.20 0.81 0.34 0.41 
KjeldahlN                0 11. 0 0. 9 0.23   0.00 0.13 0.24  0.15 0.32 0.35 
Cr                 1.00 0.11 0.03 0.04 0.14 0.02 0.14 0.27 
Pb                  0 11. 0 0. 2 0.32 0.72  0.08 0.60 0.66 
As                   01. 0 0.22     0.04 0.15 0.03 0.15
Cd                    0 1 11. 0 0. 9 0. 9 0.25 0.44 
Cu                     0 01. 0 0. 5 0.80 0.74 
Hg                      01. 0 0.24 0.26 
Ni                       01. 0 0.73 
Zn                        00 1.

 



  

Table 5.7 Correlation matrix of the 24 environmental variables of the Zwalm river basin dataset. Correlation coefficients with an absolute 
value of at least 0.20 and lower than 0.50 are marked yellow, higher values are marked in orange. 
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Width 1.00  -0.14 0.12 0.28 0.19 0.74 0.05 0.20 -0.07 0.07 0.03 0.04 -0.18 0.01 -0.15 0.02 0.03 -0.04 -0.02 -0.14 -0.06 0.22 -0.51 0.76 

Banks  1.00 0.42 0.40 0.52 -0.13 0.01 -0.01 -0.04 0.03 0.00 -0.10 0.09 -0.11 0.05 0.12 0.12 -0.03 0.05 0.01 -0.24 -0.19 -0.07 -0.05 

Meandering   1.00 0.55 0.67 0.11 -0.01 -0.04 -0.27 0.05 0.25 -0.17 -0.02 -0.02 0.09 0.05 0.06 -0.13 0.10 -0.10 -0.31 -0.02 -0.38 0.03 

Pool/Riffle    1.00 0.52 0.30 0.02 -0.06 -0.17 -0.05 -0.13 -0.18 -0.11 -0.17 -0.14 -0.02 -0.02 -0.10 -0.05 -0.14 -0.05 -0.04 -0.17 0.30 

Hollow banks     1.00 0.12 -0.04 0.01 -0.30 0.05 0.15 -0.22 0.07 0.08 0.08 0.06 0.06 -0.12 -0.01 0.02 -0.19 -0.02 -0.38 0.09 

Depth      1.00 -0.05 0.04 -0.16 0.04 0.01 -0.04 -0.12 -0.03 -0.11 -0.02 -0.01 -0.03 -0.14 -0.12 0.09 0.27 -0.40 0.57 

Flow velocity       1.00 0.31 -0.46 0.43 -0.06 0.16 -0.03 0.04 -0.11 -0.10 -0.09 -0.01 0.43 -0.10 -0.31 -0.25 -0.20 0.23 

pH        1.00 -0.27 0.47 0.08 0.04 -0.12 0.15 -0.08 -0.12 -0.12 -0.15 0.11 -0.01 -0.10 -0.05 -0.27 0.16 

Temperature         01. 0 -0.80 -0.18 -0.24 -0.16 -0.24 -0.15 -0.06 -0.08 -0.12 -0.10 0.00 0.04 0.07 0.21 0.03 

Dissolved oxygen          1.00 -0.16 0.12 -0.19 0.29 -0.24 -0.36 -0.39 -0.10 0.12 0.11 -0.19 -0.20 -0.21 -0.09 

Conductivity           01. 0 -0.26 0.30 0.41 0.52 0.28 0.26 -0.18 0.08 -0.30 -0.21 0.22 -0.63 -0.12 

Suspended solids            1.00 0.05 -0.07 0.00 0.19 0.21 0.55 -0.03 0.08 0.01 0.02 0.09 -0.12 

Ammonium             1.00 0.09 0.43 0.40 0.44 0.26 -0.10 -0.18 -0.06 0.17 -0.13 -0.27 

Nitrate              01. 0 0.29 -0.10 -0.13 -0.17 0.04 -0.09 -0.17 0.08 -0.44 -0.15 

Total nitrogen               01. 0 0.80 0.77 0.10 0.06 -0.14 -0.18 0.09 -0.23 -0.29 

Phosphate                01. 0 0.96 0.39 0.02 -0.10 -0.10 0.06 -0.13 -0.06 

Total phosphorus                 01. 0 0.40 0.01 -0.11 -0.10 0.09 -0.14 -0.06 

COD                    1.00 -0.07 0.13 0.02 -0.04 0.16 -0.10

Boulders                   01. 0 -0.22 -0.61 -0.53 -0.10 0.18 

Gravel                    0 11. 0 -0.10 -0. 8 0.27 -0.15 

Sand                     0 11. 0 0. 6 0.22 -0.07 

Loam/clay                      01. 0 -0.23 -0.01 

Distance to mouth                       01. 0 -0.34 

Stream order                        0 1.0
 



  

 
Figure 5.3 Data relation visualisation graphs for Gammarus presence/absence in the river sediments of Flanders (in total 342 instances) in 

relation to the 24 environmental variables (Gammarus absent in 290 instances (blue), Gammarus present in 52 instances (red)). 



  

 
Figure 5.4 Data relation visualisation graphs for Asellus presence/absence in the river sediments of Flanders (in total 342 instances) in relation 

to the 24 environmental variables (Asellus absent in 239 instances (blue), Asellus present in 103 instances (red)). 



  

 
Figure 5.5 Data relation visualisation graphs for Gammarus presence/absence in Zwalm river basin (in total 179 instances) in relation to the 

24 environmental variables (Gammarus absent in 43 instances (blue), Gammarus present in 136 instances (red)). 



  

 
Figure 5.6 Data relation visualisation graphs for Asellus presence/absence in Zwalm river basin (in total 179 instances) in relation to the 24 

environmental variables (Asellus absent in 93 instances (blue), Asellus present in 86 instances (red)). 
 



  

 
Figure 5.7 Example of a set of detailed data relation graphs (scatter plots) for Asellus (Asellus present (red), Asellus absent 

(blue)) in the Zwalm river basin (in total 179 instances) for a selection of physical habitat variables. 
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5.3.4 Discussion 
 
A prior and very important selection not earlier mentioned in this part of the data analysis and 

variables/instances selection is the data collection itself. Missing crucial values resulted in the 

elimination of some instances. For the river sediment database, in 18 instances crucial 

variables were missing. Therefore only 342 out of 360 instances were used for the data driven 

model development. In case of the Zwalm, at one site the artificial substrates disappeared, and 

no biological measurement was available. So 179 instead of 180 instances could be used. But 

also the reason behind the data collection played a key role. As mentioned in the previous 

chapter on data collection, both data bases were constructed in a very different manner and for 

another purpose. The first one was built to develop an indicator system (TRIAD 

methodology). Several interesting variables were missing (e.g. variables on physical habitat) 

and some variables (e.g. toxicity tests) were probably not representative (recently another 

toxicity test was therefore introduced, directly done on the sediment and not on the extracted 

pore water). The sampling strategy differed a lot from the second one in the Zwalm river 

basin. The latter database and sampling strategy was developed with the purpose of building 

habitat suitability models, and also a priori knowledge from field campaigns played a major 

role in the selected variables (and even the selection of the river basin). Nevertheless, also 

financial and time limits played a major role why certain variables (metals, organic 

micropollutants, variables important for bioavailability calculations, certain hydraulic 

measurements) were not included in the latter database (or on the manner the measurements 

were performed). In addition, this also influenced the amount of instances (60 field 

observations per year was the absolute maximum with this set of variables). Field knowledge 

can be very helpful to remove variables afterwards, as was seen during this exercise, when 

one had to decide what to do with the ‘outliers’. Field knowledge also helps to identify what 

variables play a major role on the ecosystems and can be important for river managers. 

 

No standard procedures for preliminary data analyses were described in most articles 

reviewed in Chapter 3. Nevertheless, this analysis and related filtering of data is probably 

very important for the performance of the models, from a theoretical (performance indicators) 

and practical point of view (such as ecological relevance of the models and their use for 

different types of simulations). 
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The number of variables used in both databases (24) is relatively high compared to most 

articles in the review presented in Chapter 3, where the number of input variables ranged from 

3 to 39, usually between 5 and 15. Several theoretical reasons to remove variables and 

instances can be given, but also quite some practical reasons to keep them in (as part of the 

research on the data driven techniques, but also for the practical simulations). In this PhD 

research they are all remained, mainly as part of the research to see how the data driven 

methods cope with these obstacles and are able to overcome related problems. According to 

several authors (e.g. Maier and Dandy (2000)), data driven approaches, such as ANN models, 

have the ability to determine which model inputs are critical. However, the question remains 

whether they can cope with outliers and redundant variables in the meantime.  

 

In addition, no transformations were made on the input variables, not for numerical reasons 

(distributions), nor for ecological reasons (e.g. calculation of bio-available fraction of metals 

by compensation for clay and organic materials). In this PhD research, it is analysed whether 

these classification trees and ANN themselves can make the necessary inferences, because 

two major variables for bioavailability were provided as input variables along with the metals. 

 

5.3.5 Conclusions 
 
Several factors played a key role in the final set of variables (and the amount of instances) that 

are presented to the data driven model development methods. The first set of (practical) 

factors was the purpose of the data collection, the knowledge on how to measure different 

aspects of the ecosystem, financial (and time) constraints and also measurement problems. 

The dataset on the river sediments in Flanders was not developed for habitat suitability 

modelling, resulting in a lack of some interesting variables (however, during the last years 

these are included and will lead to interesting new data driven model development studies) for 

that purpose. The second dataset was built with the aim of model development, but here time 

and financial budget constraints were encountered. Also knowledge on particular 

measurement methods for this dataset (e.g. new methods for hydraulic measurements were 

included, taken maxima and minima into account for instance, as will be shown in the next 

chapter on the applications) increased during the years. A fifth (theoretical) factor was related 

to the numerical characteristics of the variables and these were tested with some analysis 

techniques. Several theoretical arguments appeared to remove variables and instances, but 

also some practical reasons to keep them in (as part of the research on the data driven 
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techniques, but also for the practical simulations) as well. In this PhD research they were 

finally all kept in and no transformations of the input variables were done, mainly as part of 

the research to see how the data driven methods cope with these numerical obstacles and are 

able to overcome related problems. 

 

5.4 Development of predictive habitat suitability models 
based on classification tree methods for Gammarus 
and Asellus in river sediments in Flanders 

 
5.4.1 Introduction 
 
This component of the results deals with the development of predictive habitat suitability 

models based on classification tree methods for Gammarus and Asellus in river sediments in 

Flanders. First the evaluation based on performance indicators is presented, followed by an 

overview of the selected variables and their ranking of importance. Finally also an ecological 

interpretation and discussion of practical use of the induced classification trees is given. 

 

The trees are all presented in the Appendices 1-24. These are ordered per taxon (Gammarus 

and Asellus). For each of the three subsets, several pruning confidence factors (0.5, 0.25, 0.1 

and 0.01) were tested. 

 

5.4.2 Evaluation based on performance indicators 
 
In Figures 5.8 and 5.9, the best performing trees (according to the CCI and K as marked in 

yellow in Table 5.9) are presented respectively for Gammarus and Asellus. As can be 

deducted from Table 5.8, these trees do merely take a small set of the 24 input variables into 

account, and trees with an intermediary pruning confidence factor seem to perform best. This 

is a well known general phenomenon being amongst others described by Witten and Frank 

(2000). These authors confirm that simple classification trees can perform better than complex 

ones and can in the meantime make more sense as well. This will also be further discussed in 

the ecological interpretation and practical application part. 
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Clay <= 11 
|   DO <= 6: 0 (82.0/8.0) 
|   DO > 6 
|   |   Width <= 0.75: 1 (4.0) 
|   |   Width > 0.75 
|   |   |   Day <= 135: 0 (29.0/2.0) 
|   |   |   Day > 135 
|   |   |   |   Flowvelocity = 0: 0 (2.0/1.0) 
|   |   |   |   Flowvelocity = 1: 0 (6.0/1.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   Pb <= 0: 1 (9.0/1.0) 
|   |   |   |   |   Pb > 0 
|   |   |   |   |   |   T <= 5.1: 1 (3.0) 
|   |   |   |   |   |   T > 5.1: 0 (10.0) 
|   |   |   |   Flowvelocity = 3 
|   |   |   |   |   pH <= 7.13: 0 (3.0) 
|   |   |   |   |   pH > 7.13: 1 (5.0/1.0) 
|   |   |   |   Flowvelocity = 4: 1 (4.0) 
Clay > 11: 0 (71.0) 
 

Figure 5.8 Classification tree for Gammarus based on the river sediments in Flanders 
(Subset 3, PCF=0.25). (0 = Gammarus absent; 1 = Gammarus present; values 
between brackets indicate instances in which rules are true/false) 

 
 
DO <= 2.7: 0 (35.0) 
DO > 2.7 
|   As <= 16.7 
|   |   Day <= 273: 0 (122.0/27.0) 
|   |   Day > 273 
|   |   |   Clay <= 12 
|   |   |   |   Width <= 3 
|   |   |   |   |   Depth <= 0.2: 1 (3.0) 
|   |   |   |   |   Depth > 0.2 
|   |   |   |   |   |   Day <= 280: 1 (6.0/1.0) 
|   |   |   |   |   |   Day > 280: 0 (15.0/2.0) 
|   |   |   |   Width > 3: 1 (11.0) 
|   |   |   Clay > 12: 0 (5.0) 
|   As > 16.7 
|   |   Conductivity <= 939.999998 
|   |   |   Conductivity <= 250: 0 (3.0) 
|   |   |   Conductivity > 250: 1 (23.0/2.0) 
|   |   Conductivity > 939.999998: 0 (5.0) 
 

Figure 5.9 Classification tree for Asellus based on the river sediments in Flanders (Subset 3, 
PCF=0.1). (0 = Asellus absent; 1 = Asellus present; values between brackets 
indicate instances in which rules are true/false) 

 

In case of Gammarus, twelve leaves and eight nodes (tree size of 20) gave the best result (CCI 

= 90.4 and K = 0.64). These values indicate that reliable models were learned (CCI > 70 and 

K > 0.40). For Asellus, ten leaves and nine nodes (tree size of 19) was the best outcome 
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among the three subsets. Based on the CCI this results seems satisfying (CCI = 71.9), 

however the Cohen’s kappa (K = 0.28) indicates that this high CCI is for a major part related 

to the relatively low prevalence (Asellus absent in 239 instances, Asellus present in 103 

instances) in the dataset, and the related ease to make good qualifications, even without the 

extraction of information from the environmental variables. This directly illustrates the 

convenience of using two performance indicators. 

 

Table 5.8 illustrates the effect of the pruning algorithm on the tree size, and Table 5.9 the 

relation with the tree performance based on CCI and K. The pruning has a tremendous effect 

on the size and related complexity of the trees: in case of Gammarus the tree size drops from 

28 to 5 in average, and for Asellus from 45 to 19 (SS Average row indicated in blue in Table 

5.8). Nevertheless the CCI and K seem to stay rather constant under different pruning levels, 

with one striking exception at PCF = 0.01 in subset 3 (indicated in orange in Tables 5.7 and 

5.8) where the K drops to zero in subset 3, and no tree is induced (tree size is equal to one, 

meaning that the merely the ‘nonsense’ rule ‘Gammarus is absent’ was induced). This means 

that a CCI of 85.1 % can be obtained without using any information from the environmental 

variables. This is again a consequence of the relative high absence of Gammarus in most sites 

(in 290 instances out of 342 Gammarus is absent). 

 

Table 5.8 Tree size of the induced classification trees (for different pruning confidence 
factors (PCFs)) for Gammarus and Asellus based on the river sediments in 
Flanders database. 

 
Gammarus       
Tree size PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF 

Average 
PCF Stdev 

Subset 1 28 28 11 7 19 11 
Subset 2 32 15 7 7 15 12 
Subset 3 24 20 20 1 16 10 
SS Average 28 21 13 5 17 10 
SS Stdev 4 7 7 3  
Asellus       
Tree size PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF 

Average 
PCF Stdev 

Subset 1 50 38 34 19 35 13 
Subset 2 36 36 32 19 31 8 
Subset 3 48 46 19 19 33 16 
SS Average 45 40 28 19 33 12 
SS Stdev 8 5 8 0  
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When analyzing the three different folds, the effect of the pruning seems to vary quite a lot 

per subset, however, when comparing the averages (PCF Average columns), the average tree 

size and their average reliability expressed as CCI and K seem to be very stable (except for 

the K in subset 3 of Gammarus). Based on the average CCI, the trees for both Gammarus and 

Asellus seem to be reliable, however when analysing the K, the trees do not meet the threshold 

value of 0.4, indicating that the trees are not that reliable (average values indicated in green). 

The best pruning is obtained at a level of 0.1 for both taxa, resulting in a K = 0.34 for 

Gammarus and K = 0.28 for Asellus. 

 

Table 5.9 Performance of the induced classification trees (for different pruning confidence 
factors (PCFs)) for Gammarus and Asellus based on the river sediments in 
Flanders database. 

 
Gammarus       
CCI PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 81.6 81.6 83.3 86.0 83.1 2.1 
Subset 2 75.4 76.3 82.5 82.5 79.2 3.9 
Subset 3 89.5 90.4 90.4 85.1 88.9 2.5 
SS Average 82.2 82.8 85.4 84.5 83.7 1.5 
SS Stdev 7.1 7.1 4.3 1.8  
K PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 0.22 0.22 0.21 0.32 0.24 0.05 
Subset 2 0.16 0.13 0.19 0.19 0.17 0.03 
Subset 3 0.62 0.63 0.63 0.00 0.47 0.31 
SS Average 0.33 0.33 0.34 0.17 0.29 0.08 
SS Stdev 0.25 0.27 0.25 0.16  
Asellus       
CCI PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 65.8 67.5 70.2 71.9 68.9 2.7 
Subset 2 69.3 69.3 66.7 64.9 67.6 2.2 
Subset 3 59.6 58.8 71.9 71.9 65.6 7.3 
SS Average 64.9 65.2 69.6 69.6 67.3 2.6 
SS Stdev 4.9 5.6 2.7 4.0  
K PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 0.10 0.12 0.21 0.18 0.15 0.05 
Subset 2 0.18 0.18 0.13 0.16 0.16 0.02 
Subset 3 0.15 0.14 0.28 0.28 0.21 0.08 
SS Average 0.14 0.15 0.21 0.21 0.18 0.04 
SS Stdev 0.04 0.03 0.08 0.06  
 



                                                                                                                                                132  

5.4.3 Ranking of importance of the input variables combined with 
ecological interpretation and discussion of practical use of the 
classification tree models 

 
As a first step towards the ecological interpretation and to ease the comparison with the ANN 

input variable contribution methods, a ranking of the input variables for both Gammarus and 

Asellus was made in Table 5.10. These are based on the trees presented in the Appendices 1-

24. 

 

The applied procedure comes down to the following: the variables met at each splitting level 

are written down in each column (only the first five levels are considered) for each subset 

separately (this is performed on the highest PCF level, however the major variables stay in 

general constant over the different PCF values, only the amount of considered input variables 

shrinks by reducing the PCF). When a variable occurs at several levels, only the first level at 

which the variable is used is considered (in other words, each variable occurs only once in 

each row of the table). Finally, the outcomes of the three subsets are combined to see how 

stable the result is. For this, the variables occurring one, two and three times at each level are 

noted in Table 5.10. 

 

Table 5.10 Major variables of the induced classification trees for Gammarus and Asellus 
based on the river sediments in Flanders database. 

 
Gammarus  
Variables First  Second Third Fourth Fifth 
Subset 1 Clay EC Width Day FV 
Subset 2 Pb Day, Clay Depth, As TOXT, Pb, FV T 
Subset 3 Clay DO Loam, Width Ni, Day FV 
Three times - - - - - 
Twice Clay - Width Day FV 
Once Pb EC, Day, Clay, 

DO 
Depth, As, Loam TOXT, Pb, FV, 

Ni 
T 

Asellus  
Variables First  Second Third Fourth Fifth 
Subset 1 DO TOXR Day Cd, Width FV, Clay 
Subset 2 DO Day Width Clay KjeldahlN, Cd 
Subset 3 DO TOXR As Day, EC Depth, Clay 
Three times DO - - - - 
Twice - TOXR - - Clay 
Once - Day Day, Width, As Cd, Width, Clay, 

Day, EC 
FV, KjeldahlN, Cd, 
Depth 
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Based on the outcomes of Table 5.10, one can conclude that the major variables for 

Gammarus are clay, Pb, conductivity, day and dissolved oxygen, while for Asellus these are 

dissolved oxygen, toxicity test TOXR, day, width and As. The results over the three subsets 

seem to be very instable. Only dissolved oxygen is used three times as major variable for 

Asellus. So although the results regarding the reliability seemed rather constant over the three 

folds, the used information to obtain the classification trees was very different. This means 

that very dissimilar information (input variables) can be used to explain the presence/absence 

of both taxa. In general, when analyzing the trees in Figures 5.8 and 5.9, the rules are in 

general confirming existing ecological knowledge. But several exceptional variables and 

relation popped up as well. 

 

From an ecological point of view the dissolved oxygen for both Gammarus (Wesenberg-

Lund, 1982) and Asellus (although the latter being relatively tolerant according to 

Verdonschot (1990), but the extreme low concentrations in some of the very polluted waters 

were probably too stressful) seems logical and was confirmed by D’heygere et al. (2003 and 

2004) as well when applying genetic algorithms in combination with classification trees and 

ANNs. Rather strange is the effect of the day on the presence/absence. In case of Asellus it 

seems that the populations like to peak during the warmer periods. At first it looked strange 

that the toxicity test with alga (TOXR) was selected above the one with the crustacean 

(TOXT) for Asellus, but when discussing with toxicological experts involved in the analyses, 

it seemed that the TOXT tests were often giving a ‘false’ toxic signal as a result of ammonium 

formation in the sediments. This was not the case for the TOXR test, as such this test is 

probably more reliable, even although it concerns another type of organism. The important 

effect of clay is not easy to explain, nor the impact of the two metals. Metal accumulation in 

many benthic organisms appears to correlate more with concentrations in overlying water 

rather than those in the solid phase according to several authors (Deaver and Rodgers, 1996; 

Warren et al., 1998; Hare et al., 2001). However, this type of measurements is lacking in the 

dataset. Metal concentrations in overlying water are, therefore, another important indicator of 

metal bioavailability and potential effects. A full assessment of the environmental impact of 

metals should include measurement of metal bioaccumulation and metal concentrations in 

overlying water in carefully conducted sediment toxicity tests. When combined with more 

traditional measures of sediment toxicity, sediment chemistry and benthic community 

structure, this can provide a clearer picture of metal contamination, metal bioavailability, 

toxic effects and the causative agent(s) (Borgmann et al., 2001b). 
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5.4.4 Conclusions 
 
Based on the average CCI (over all pruning levels), the trees for both Gammarus and Asellus 

seem to be reliable (respectively 83.7% and 67.3%), however when analysing the average K 

(respectively 0.29 and 0.18), the trees are not meeting the threshold value of 0.4, indicating 

that the trees’ performance is mainly related to the relative low prevalence of both taxa in the 

database and related ‘easy’ classification, even without using environmental information. 

 

The effect of the pruning seems to vary quite a lot per subset, however, the average tree size 

and their average reliability expressed as CCI and K seem to be very stable. The best pruning 

is obtained at a level of 0.1 for both taxa, resulting in a K = 0.34 for Gammarus and K = 0.28 

for Asellus. 

 

When searching for the crucial variables to induce the classification trees, the results seem to 

be very instable. Based on the three subsets, the major variables for Gammarus were clay, Pb, 

conductivity, day and dissolved oxygen, while for Asellus these were dissolved oxygen, 

toxicity test TOXR, day, width and As. Although the results regarding the reliability seemed 

rather constant over the three folds, the used information to obtain the classification trees was 

very different. This means that very dissimilar information (input variables) can be used to 

explain the presence/absence of both taxa. 

 

5.5 Application of backpropagation artificial neural 
networks predicting Gammarus and Asellus in river 
sediments in Flanders 

 
5.5.1 Introduction 
 
This study aims at analysing the relationship between river sediment characteristics and the 

presence/absence (and abundance) of the two macroinvertebrate taxa Asellus and Gammarus. 

Table 5.11 gives a scheme on how the models were applied on the databases and the results 

are presented in Appendix 49-60. Six input variable contribution methods were applied on 

Gammarus and Asellus, first presence/absence models were used (to allow a comparison with 

the outcomes of the classification trees), followed by abundances models (actually these 

models use log(abundance+1) output transformations). 
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Table 5.11 Overview of the applied contribution methods to the ANN models. 
 
Presence/absence classification of taxa    
 Performance based on performance indicators  
 Application of input variable contribution methods  
  Weights     
  PaD     
  Perturb     
  Stepwise Reg    
  Stepwise Imp    
  Profile     
Prediction taxa abundance     
 Evaluation based on performance indicators  
 Application of input variable contribution methods  
  Weights     
  PaD     
  Perturb     
  Stepwise Reg    
  Stepwise Imp    
  Profile     
Selected variables and ranking of importance   
Ecological interpretation and discussion of practical use of the ANN models 
 

5.5.2 Predictive performance of the classification and regression 
ANN models 

 
In Table 5.12 the CCI and K of the classification (presence/absence) models is presented. For 

both Gammarus and Asellus, the CCI and K are strikingly constant over the three folds, with 

one major exception (indicated in yellow), where the K drops to 0.10 in subset 3. The CCI 

value is good for both taxa (86.3 % and 76.3 % for respectively Gammarus and Asellus), 

while the K values are more or less acceptable (in the neighbourhood of about 0.4), without 

the exception mentioned earlier that results in a large standard deviation of the K over the 

three folds (indicated in orange). 
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Table 5.12 CCI and K for the classification ANN models of Gammarus and Asellus in the 
Zwalm river basin. 

 
Gammarus CCI K 
Subset 1 86.8 0.49 
Subset 2 86.0 0.38 
Subset 3 86.0 0.10 
Average 86.3 0.32 
Standard deviation 0.5 0.20 
Asellus CCI K 
Subset 1 77.2 0.36 
Subset 2 77.2 0.44 
Subset 3 74.6 0.34 
Average 76.3 0.38 
Standard deviation 1.5 0.05 
 

 

In Table 5.13 the performance of the abundance models (regression) trained and validated on 

the same subsets are presented. In average the r values in the validation sets are about 0.4, 

indicating that the models are rather good. Based on the much higher values in the training 

sets, one has to conclude that the method seems to over train on the training set. The problems 

with the K in subset three of Gammarus were not translated to performance problems with 

this type of models (yellow row).  

 

Table 5.13 Correlation coefficient r for the regression ANN models of Gammarus and 
Asellus in the Zwalm river basin. 

 
Gammarus r (validation set) r (training set) 
Subset 1 0.43 0.87 
Subset 2 0.46 0.77 
Subset 3 0.46 0.60 
Average 0.45 0.75 
Standard deviation 0.02 0.14 
Asellus r (validation set) r (training set) 
Subset 1 0.41 0.43 
Subset 2 0.45 0.75 
Subset 3 0.30 0.42 
Average 0.39 0.53 
Standard deviation 0.08 0.19 
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5.5.3 Ranking of importance of the input variables combined with 
ecological interpretation and discussion of practical use of 
ANN models 

 
In Tables 5.14 to 5.17, the outcomes of the six different input variable contribution methods 

for the presence/absence and abundance models of Gammarus and Asellus are presented. 

These tables were made on the basis of the results presented in detail in the Appendices 49-

60. Based on the figures in the appendices and the four tables, one can deduce that it is 

difficult to find major trends over the two taxa, the six contribution methods and the three 

subsets. The first two can be explained by different ecological preferences of the taxa (cf. 

ecological expert knowledge in previous chapter) and by the different aspects the six 

contribution methods deal with (e.g. one method analyzes the effect of small changes of the 

input variables, such as the perturb method, while others like the profile method makes a 

similar analysis over the whole range). The instability over the different folds is perhaps 

related with the relative small size  (342 instances) of the dataset in combination with the high 

variability of the sites (whole Flanders) and high number of input variables. 

 

To make an overall ranking of the variables, the sum was made of the ranks per contribution 

method, and based on this sum, the overall rank was determined in Tables 5.14 to 5.17. As 

was found by D’heygere et al (2003 and 2004) as well, conductivity and dissolved oxygen 

play a major role in this database to explain the presence/absence but also the abundance of 

both taxa. This can be explained by the mixture of sites with and without wastewater 

treatment during the years of sampling. Based on this, several sites were still in oxygen 

deficit, while others were already in relatively good condition (also some reference sites were 

included in the dataset as well). As a result, these oxygen and conductivity gradient were of 

major influence for both taxa (cf. expert knowledge in previous chapter), but for Asellus, the 

conductivity plays a less important role than for Gammarus.  

 

Nutrients and organic matter (total phosphorus, Kjeldahl nitrogen and organic matter 

variables) seemed to play a key role for both the abundance and presence/absence of 

Gammarus. Asellus is indeed known to be less influenced by these variables, and rather the 

dimension of the streams (in particular) width were recognized by the ANN and contribution 

methods as major variables. It was however strange that also day played an important role for 

both types of models. For the abundance models it seems rather logical that seasonal patterns 
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affect the abundance, but that even the presence/absence is dictated by this was rather 

unexpected, but also appeared in the classification tree models. The effect of the substrate 

loam and clay had in several cases a major effect. It is not clear whether it concerns a direct 

effect of the substrate, or rather an indirect one (e.g. relation with bio-availability of metals 

and other toxic compounds). 

 

The outcome of the heavy metals was anyway much less straightforward and rather instable. 

Pb and As where both selected as intermediary important for Gammarus and Asellus in all 

model types, while Ni and Zn appeared solely in the abundance models of Asellus. This could 

mean that the latter only play a significant role on the abundance levels (e.g. on reproduction, 

limited mortality, etc.), but do not seem to have a significant lethal effect to extinct a whole 

population. However, this kind of rules are to be taken with careful consideration. As 

Borgmann et al. (2004) mention, total metal concentrations in sediments are poor indicators of 

potential toxic effects because metal bioavailability can vary considerably between sediments 

(Chapman et al., 1998; Borgmann et al., 2001a). Furthermore, metals are often present in 

mixtures with other metals and other non-metal contaminants. Determining if toxic effects are 

due to a metal, and if so which metal, is not possible from simple chemical analysis of 

sediment. Quantifying metal bioavailability and relating this bioavailability to effects are, 

therefore, essential for assessing metal impacts. Metal bioaccumulation has been shown to 

correlate well with toxicity for non-regulated metals in the amphipod Hyalella azteca 

(Borgmann et al., 1991; Borgmann et al., 1998), but body concentrations of Cu and Zn are 

often independent of environmental concentrations (Borgmann et al., 2001b). Unfortunately, 

this type of measurements was not routinely done during data collection. Therefore, this can 

only be checked on more recent databases of river sediments in which Hyalella tests were 

performed. The TOXT and TOXR tests were only selected by the presence/absence model of 

Asellus, giving an indication that in part of the database, toxicity is useful to explain the 

presence or absence of this taxon. As however indicated, these tests are not that 

representative, as they are performed on pore water. In addition, the TOXT test is biased due 

to ammonium influences. 

 

Figures 5.10 and 5.11 present the outcomes of the application of the profile methods on the 

four models. As could be expected, the results from the two taxa and the two types of models 

are very different. 

 



                                                                                                                                               

Table 5.14 Comparison of the outcome of the six different input variable contribution methods for the Gammarus 
presence/absence models based on the river sediments in Flanders database. 

 
Gammarus P/A Weights PaD    Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Day 9         9 20 18 9 17 16 14 5.2
Width 10         11 13 17 5 18 12 12 4.8
Depth 16         21 17 24 13 19 21 18 3.9
Flow velocity 8         8 12 22 11 14 14 13 5.2
Clay 7      5 3 21 2 8 5   8 6.9
Loam  15         7 14 10 4 22 11 12 6.4
Sand 13         12 15 16 14 16 17 14 1.6
Temperature 18         14 18 23 15 23 22 19 3.8
pH 4      17 5 12 3 3 4   7 5.8
Dissolved oxygen 3      4 8 8 7 13 3   7 3.5
Conductivity 1      1 1 20 1 1 1   4 7.8
Organic matter 12         3 6 19 6 20 10 11 7.2
TOXT 21         23 21 5 19 15 19 17 6.6
TOXR 20         16 24 1 20 9 18 15 8.5
Total phosphorus 2      2 2 7 8 10 2   5 3.6
Kjeldahl nitrogen 6         10 16 3 12 12 8 10 4.7
Cr 24         20 22 15 23 21 23 21 3.2
Pb 11         6 4 14 16 6 7 10 4.9
As 5         15 10 4 10 5 6 8 4.3
Cd 14         13 7 2 21 2 9 10 7.5
Cu 22         22 19 11 22 11 20 18 5.4
Hg 23         24 23 13 24 24 24 22 4.4
Ni 17         18 11 6 18 4 13 12 6.3
Zn 19         19 9 9 17 7 15 13 5.6

 
 



                                                                                                                                               

Table 5.15 Comparison of the outcome of the six different input variable contribution methods for the Asellus presence/absence 
models based on the river sediments in Flanders database. 

 
Asellus P/A Weights PaD    Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Day 2      3 6 9 14 4 2   6 4.5
Width 4      4 2 4 10 18 4   7 6.0
Depth 8         5 9 17 21 23 13 14 7.5
Flow velocity 19         22 17 3 6 6 9 12 8.1
Clay 16         13 11 22 20 13 22 16 4.4
Loam  15         24 3 16 2 14 10 12 8.4
Sand 23         20 22 11 13 24 24 19 5.5
Temperature 6      11 14 2 7 1 3   7 5.0
pH 13         17 18 13 15 8 16 14 3.6
Dissolved oxygen 1      1 7 6 8 12 1   6 4.3
Conductivity 3         2 23 23 19 16 17 14 9.5
Organic matter 10         9 12 24 24 3 12 14 8.5
TOXT 9      8 4 12 5 19 5   10 5.5
TOXR 7         6 5 15 23 15 7 12 7.1
Total phosphorus 11         16 21 20 9 11 20 15 5.1
Kjeldahl nitrogen 14         18 24 5 1 21 14 14 9.1
Cr 21         14 13 1 4 10 6 11 7.2
Pb 22         10 16 18 3 2 8 12 8.2
As 5         12 8 14 18 20 11 13 5.7
Cd 12         7 10 21 11 22 15 14 6.2
Cu 18         21 1 7 22 17 18 14 8.4
Hg 17         19 19 10 16 9 21 15 4.4
Ni 20         15 15 19 12 5 19 14 5.4
Zn 24         23 20 8 17 7 23 17 7.4

 



                                                                                                                                               

Table 5.16 Comparison of the outcome of the six different input variable contribution methods for the Gammarus abundance 
models based on the river sediments in Flanders database. 

 
Gammarus abundance Weights PaD    Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Day 11        9 16 9 9 23 12 13 5.7 
Width 8         22 20 15 15 16 17 16 4.9
Depth 13         15 23 14 14 13 16 15 3.8
Flow velocity 7         6 10 3 3 20 7 8 6.4
Clay 4      5 6 5 5 6 3   5 0.8
Loam  15         10 19 4 4 17 11 12 6.5
Sand 10         19 17 13 13 19 15 15 3.7
Temperature 12         23 21 12 12 21 18 17 5.3
pH 17         11 8 10 10 9 9 11 3.2
Dissolved oxygen 6         4 9 2 2 24 6 8 8.4
Conductivity 1      1 1 1 1 2 1   1 0.4
Organic matter 9         13 5 11 11 5 8 9 3.3
TOXT 19         16 24 18 18 15 21 18 3.1
TOXR 21         12 18 19 19 14 19 17 3.4
Total phosphorus 3      2 2 6 6 1 2   3 2.2
Kjeldahl nitrogen 5      3 4 7 7 7 4   6 1.8
Cr 23         24 22 24 24 18 24 23 2.3
Pb 16         8 3 16 16 8 10 11 5.6
As 2      7 11 8 8 4 5   7 3.2
Cd 22         21 14 22 22 22 23 21 3.2
Cu 20         18 13 21 21 10 20 17 4.6
Hg 24         20 15 23 23 12 22 20 4.9
Ni 18         17 12 20 20 3 14 15 6.6
Zn 14         14 7 17 17 11 13 13 3.8

 



                                                                                                                                               

    

 

Table 5.17 Comparison of the outcome of the six different input variable contribution methods for the Asellus abundance models 
based on the river sediments in Flanders database. 

 
Asellus abundance Weights PaD Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Day 1      1 4 2 1 1 1   2 1.2
Width 15         13 19 3 8 17 10 13 6.0
Depth 8         20 13 12 19 15 14 15 4.5
Flow velocity 19         16 16 5 24 20 19 17 6.4
Clay 6      5 3 10 4 8 4   6 2.6
Loam  3      4 7 11 10 2 5   6 3.8
Sand 11         23 23 13 16 21 21 18 5.2
Temperature 17         14 14 22 18 14 18 17 3.2
pH 18         8 9 21 6 19 13 14 6.5
Dissolved oxygen 13         7 1 23 7 12 8 11 7.5
Conductivity 14         15 10 14 15 7 11 13 3.3
Organic matter 24         19 22 16 20 13 22 19 4.0
TOXT 12         9 12 20 17 9 12 13 4.4
TOXR 22         12 11 17 14 11 15 15 4.3
Total phosphorus 21         24 20 7 23 23 23 20 6.4
Kjeldahl nitrogen 23         21 24 6 21 5 20 17 8.7
Cr 16         22 18 18 22 24 24 20 3.1
Pb 10         10 8 15 13 6 7 10 3.3
As 5         11 17 9 11 16 9 12 4.5
Cd 20         17 21 4 9 22 17 16 7.3
Cu 9         6 5 24 5 10 6 10 7.3
Hg 7         18 15 19 12 18 16 15 4.6
Ni 4      3 2 8 3 4 3   4 2.1
Zn 2      2 6 1 2 3 2   3 1.8
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Figure 5.10 Curves for the 24 input variables in relation to the probability of presence (top) 
and abundance (bottom) of Gammarus based on the profile method and ANNs. 
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Figure 5.11 Curves for the 24 input variables in relation to the probability of presence (top) 

and abundance (bottom) of Asellus based on the profile method and ANNs. 
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The impact of minimum and maximum values of the input variables is very important of 

course for this curves in particular. The effect of conductivity seems very logic in the 

presented graphs (a clear negative effect at higher levels, e.g. very well presented in the 

Gammarus presence/absence ANN model graph in Figure 5.10 at the top). However in the 

bottom chart of the same figure, this relation is inverse and seems very unlikely from a 

ecological point of view. A major outcome of these figures is that only a few variables (about 

five) really seem to play a role in the models, and the effect of the other variables seems 

almost nihil for the predictions (very horizontal curves). This type of graphs is therefore 

crucial to know how ecologically sound the models are and what their meaning can be for 

practical simulations. Only when the variables of interest for managers take a crucial part in 

the predictions, the models are useful and reliable for decision support in river management. 

 

When comparing the other methods, it seems that the ‘PaD’ method distinguishes more 

clearly minor and major contributing environmental variables in comparison to the ‘Weights’, 

‘Perturb’ and ‘Stepwise Reg’ methods (Figures 5.12 to 5.15). Similar results were found by 

Gevrey et al. (2003). In that study, the relation between environmental variables and trout 

density was predicted. This is also rather logical, because each method expresses a different 

aspect of sensitivity or importance of the environmental variables to the presence/absence of 

the taxa. In case of the weights method, the overall importance of the input variables is taken 

into account, while for the perturb method only the sensitivity over a part of the range (in this 

case 50%) is considered. The PaD method makes a classification of the relative contributions 

of each variable to the network output. The input variable that has the highest SSD value is 

the variable, which influences the output most. This method is therefore very good to detect 

the variables of major concern. From these graphs one can see that as concluded from the 

profile method, only a few variables are really taken into consideration during the 

calculations. Thus the combination of the PaD method with the profile method gives a very 

good idea of the ecological meaning of the models and their practical relevance for decision 

support in river management. The Stepwise Reg approach gives more an idea of the 

importance of the variables for the overall theoretical reliability of the models (based on the 

used performance indicator). As such, it is rather not surprising that the outcomes are quite 

different for the six methods.  
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However, when looking at the graphs, one can see that dissolved oxygen and conductivity are 

nearly always the major variables in all graphs. These outcomes are also similar to the 

previous study with genetic algorithms by D’heygere et al. (2003 and 2004). 
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Figure 5.12 Results of the weights method applied on the presence/absence models for 
Gammarus and Asellus of the river sediments in Flanders dataset. 
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For Gammarus, also total phosphorus and Kjeldahl nitrogen are often important. While the 

other variables only play a very variable role in general. However, the outcomes are not very 

constant over all the different subsets, as can be deduced from the high standard deviation 

flags in the graphs. 
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Figure 5.13 Results of the PaD method applied on the presence/absence models for 

Gammarus and Asellus of the river sediments in Flanders dataset. 
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These large standard deviations can be a result of outliers. Perhaps these could also be 

reduced by making stratified subsets based on these major variables (in addition to the output 

variable). 
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Figure 5.14 Results of the Perturb method applied on the presence/absence models for 

Gammarus and Asellus of the river sediments in Flanders dataset. 
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Figure 5.15 Results of the ‘Stepwise Reg’ method applied on the presence/absence models 
for Gammarus and Asellus of the river sediments in Flanders dataset. 
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Based on the results it seems in particular interesting to make at least these input contribution 

analyses to identify the major variables affecting the output (such as this PaD method), and 

combine it with the profile method to see how they affect these output and whether this is 

ecological logically or not. As such they are valuable instruments to analyse the convenience 

of the models for decision support in river management and also they contribute to the 

generation of expert knowledge and help to bring clarity in these often called black box 

models. 

 

5.5.4 Conclusions 
 
This study aimed at analysing the relationship between river sediment characteristics and the 

presence/absence (and abundance) of the two macroinvertebrate taxa Asellus and Gammarus 

based on ANN models. The CCI value of the classification models was good for both taxa 

(86.3 % and 76.3 % for respectively Gammarus and Asellus), while the K values were more or 

less acceptable (in the neighbourhood of about 0.4). The performance of the abundance 

models (regression) trained and validated on the same subsets had r values in the validation 

sets of about 0.4, indicating that the models were as well rather good. However, based on the 

much higher values in the training sets, one has to conclude that the latter models were 

probably overtrained on the data, leaving thus room for further improvement of the 

generalisation capacity of these models. 

 

To study the effect of the environmental variables on the two taxa, six input variables 

contribution methods were applied on the models. It was difficult to find major trends over 

the two taxa, the six contribution methods and the three subsets. The first two can be 

explained by different ecological preferences of the taxa and by the different aspects the six 

contribution methods deal with. The instability over the different folds is perhaps related with 

the relative small size (342 instances) of the dataset in combination with the high variability 

of the sites (whole Flanders), the high number of input variables or outliers in the 

measurements. This will therefore need further research based on larger datasets and sub-

sampling methods. This study also revealed that new variables should be included to give 

reliable predictions in future. A new toxicity test based on Hyalella for instance, but also 

information about metal concentrations in the water column. Also salts concentrations and 

other compounds affecting the bio-availability of the metals need to be included in the 

measurement campaigns in the future. 
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5.6 Development of predictive habitat suitability models 
based on classification tree methods for Gammarus 
and Asellus in the Zwalm river basin 

 
5.6.1 Introduction 
 
This component of the results deals with the development of predictive habitat suitability 

models based on classification tree methods for Gammarus and Asellus in the Zwalm river 

basin. First the evaluation based on performance indicators is presented, followed by an 

overview of the selected variables and their ranking of importance. Finally also an ecological 

interpretation and discussion of practical use of the induced classification trees is given. 

 

The trees are all presented in the Appendices 25-48. These are ordered per taxon (Gammarus 

and Asellus). For each of the three subsets, several pruning confidence factors (0.5, 0.25, 0.1 

and 0.01) were tested. 

 

5.6.2 Evaluation based on performance indicators 
 
In Figures 5.16 and 5.17, the best performing trees (according to the CCI and K as marked in 

yellow in Table 5.19) are presented respectively for Gammarus and Asellus. In case of 

Gammarus, a tree size of 11 gave the best results, for Asellus this was 18 (Table 5.18). 

 
 
Loamclay <= 49.1: 1 (93.0/13.0) 
Loamclay > 49.1 
|   Orthophosphate <= 0.235: 1 (5.0) 
|   Orthophosphate > 0.235 
|   |   Ammonium <= 0.6: 0 (9.0) 
|   |   Ammonium > 0.6 
|   |   |   COD <= 16: 1 (3.0) 
|   |   |   COD > 16 
|   |   |   |   Conductivity <= 583: 1 (3.0) 
|   |   |   |   Conductivity > 583: 0 (6.0) 
 

Figure 5.16 Classification tree for Gammarus based on the Zwalm river basin data set 
(Subset 3, PCF=0.25; values between brackets indicate instances in which 
rules are true/false). 
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Width <= 250 
|   Width <= 123 
|   |   Banks = 0: 0 (44.0/5.0) 
|   |   Banks = 1 
|   |   |   T <= 15.1: 0 (8.0) 
|   |   |   T > 15.1: 1 (4.0) 
|   |   Banks = 2 
|   |   |   Conductivity <= 738: 1 (2.0) 
|   |   |   Conductivity > 738: 0 (3.0) 
|   Width > 123 
|   |   Distmouth <= 15778.284 
|   |   |   Width <= 144: 1 (9.0) 
|   |   |   Width > 144 
|   |   |   |   Ammonium <= 0.23: 1 (3.0) 
|   |   |   |   Ammonium > 0.23: 0 (7.0/1.0) 
|   |   Distmouth > 15778.284: 0 (4.0) 
Width > 250: 1 (35.0/2.0) 
 

Figure 5.17 Classification tree for Asellus based on the Zwalm river basin data set (Subset 
3, PCF=0.5; values between brackets indicate instances in which rules are 
true/false). 

 

 

Table 5.18 Tree size of the induced classification trees (for different pruning confidence 
factors (PCFs)) for Gammarus and Asellus based on the Zwalm river 
database. 

 
Gammarus  
Tree size PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF 

Average 
PCF Stdev 

Subset 1 19 19 13 13 16 3 
Subset 2 36 3 3 3 11 17 
Subset 3 29 11 11 11 16 9 
SS Average 28 11 9 9 14 9 
SS Stdev 9 8 5 5   
Asellus  
Tree size PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF 

Average 
PCF Stdev 

Subset 1 26 15 3 3 12 11 
Subset 2 29 29 3 3 16 15 
Subset 3 18 18 18 11 16 4 
SS Average 24 21 8 6 15 9 
SS Stdev 6 7 9 5   

 



                                                                                                                                               153  

Table 5.18 illustrates the effect of the pruning algorithm on the tree size, and Table 5.19 the 

relation with the tree performance based on CCI and K. The pruning has a dramatic effect on 

the size and related complexity of the trees, but this seems to take place within a small 

interval of the PCF. In case of Gammarus the average tree size (over the three subsets) drops 

from 28 to 11 between PCF 0.5 and 0.25, while for Asellus from 21 to 8 for PCF values 

between 0.25 and 0.1 (SS Average row indicated in blue in Table 5.18). Nevertheless, the CCI 

and K seem to stay rather constant under different pruning levels (Table 5.19). 

 
Table 5.19 Performance of the induced classification trees (for different pruning 

confidence factors (PCFs)) for Gammarus and Asellus based on the river 
Zwalm river  database. 

 

Gammarus  
CCI PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 70.0 70.0 73.3 73.3 71.7 1.9 
Subset 2 71.7 76.7 76.7 76.7 75.5 2.5 
Subset 3 73.3 80.0 80.0 80.0 78.3 3.3 
SS Average 71.7 75.6 76.7 76.7 75.1 2.4 
SS Stdev 1.7 5.1 3.4 3.4   
K PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 0.16 0.16 0.17 0.17 0.17 0.01 
Subset 2 0.30 0.13 0.13 0.13 0.17 0.09 
Subset 3 0.22 0.35 0.35 0.35 0.32 0.07 
SS Average 0.23 0.21 0.22 0.22 0.22 0.01 
SS Stdev 0.07 0.12 0.12 0.12   
Asellus  
CCI PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 71.7 75.0 76.7 76.7 75.0 2.4 
Subset 2 73.3 73.3 75.0 75.0 74.2 1.0 
Subset 3 86.7 86.7 86.7 86.7 86.7 0.0 
SS Average 77.2 78.3 79.5 79.5 78.6 1.1 
SS Stdev 8.2 7.3 6.3 6.3   
K PCF=0.5 PCF=0.25 PCF=0.1 PCF=0.01 PCF Average PCF Stdev 
Subset 1 0.43 0.50 0.53 0.53 0.50 0.05 
Subset 2 0.46 0.46 0.49 0.49 0.48 0.02 
Subset 3 0.73 0.73 0.73 0.73 0.73 0.00 
SS Average 0.54 0.56 0.58 0.58 0.57 0.02 
SS Stdev 0.17 0.15 0.13 0.13   
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Based on the results of Table 5.19, no reliable trees could be developed for Gammarus based 

on the K (PCF Average of 0.22, only in subset 3 exceptionally good trees were induced for 

PCF values between 0.01 and 0.25). For Asellus on the contrary, over all PCF ranges and 

subsets a stable and good set of trees was developed (PCF Average of 0.57 with standard 

deviation of only 0.02). 

 

5.6.3 Ranking of importance of input variables, ecological 
interpretation and discussion of practical use of classification 
tree models 

 
The ranking of the input variables for both Gammarus and Asellus is presented in Table 5.20. 

The applied ranking procedure is similar to the one explained in 5.4.3. These results are based 

on the trees presented in the Appendices 25-48. 

 

Table 5.20 Major variables of the induced classification trees for Gammarus and Asellus 
based on the Zwalm river database. 

 
Gammarus  
Variables First  Second Third Fourth Fifth 
Subset 1 TotalP Depht, Distm FV, T pH, Loamclay - 
Subset 2 Width AmmN T, PR FV, HB, EC, SS Banks, pH 
Subset 3 Loamclay HB, OrthoP TotalN, AmmN Meandering, 

COD 
Depth, EC 

Three 
times 

- - - - - 

Twice - - T - - 
Once TotalP, Width, 

Loamclay 
Depth, Distm, 
AmmN, HB, 
OrthoP 

FV, PR, TotalN, 
AmmN 

pH, Loamclay, 
FV, HB, EC, SS, 
Meandering, 
COD 

Banks, pH, 
Depth, EC 

Asellus  
Variables First  Second Third Fourth Fifth 
Subset 1 Width Banks, Strorder PR, pH, OrthoP - - 
Subset 2 Width HB FV, Depth, 

Strorder, Gravel 
TotalP, SS Nitrate 

Subset 3 Width - Banks, Distm T, EC AmmN 
Three 
times 

Width - - - - 

Twice - - - - - 
Once - Banks, Strorder, 

HB 
PR, pH, OrthoP, 
FV, Depth, 
Strorder, Gravel, 
Banks, Distm 

TotalP, SS, T, EC Nitrate, AmmN 

 

The major variables for Gammarus are total phosphorus, width, loam/clay, depth, distance to 

mouth, ammonium, hollow banks and orthophosphate. For Asellus these are width, banks, 



                                                                                                                                               155  

stream order, hollow banks, pool/riffles, pH, orthophosphate, flow velocity, depth, stream 

order, gravel, banks and distance to mouth. Similar to the results on the river sediments in 

Flanders, the results over the three subsets seem to be very instable as well. Only for Asellus 

the river variable ‘width’ is three times used as major variable.  

 

In contrast to the river sediments database, most of the determining variables are related to 

physical habitat. The major reason for this is that in general the water quality in the Zwalm 

river basin is rather good, and as such these pollution related variables are not that much 

affecting the presence/absence of the two taxa. The major pollution is originating from 

agricultural activities, and therefore it is logical that the nutrients are the only dominating 

water quality variables. In general, the major impacts are related to physical habitat 

deterioration, together with the natural habitat aspects (reflected in the distance to mouth and 

stream order according to the river continuum concept of Vannote (1980)). 

 

5.6.4 Conclusions 
 
For Gammarus, no reliable trees could be developed based on the K (maximum value of 0.35 

as a positive exception in subset 3, while only 0.22 in average). For Asellus on the contrary, 

well performing trees were developed at all pruning levels (average K of 0.57 with standard 

deviation of only 0.02). The pruning had a dramatic effect on the size and related complexity 

of the trees, but this took place within a small interval of the PCF. 

 

The major variables for Gammarus were total phosphorus, width, loam/clay, depth, distance 

to mouth, ammonium, hollow banks and orthophosphate. For Asellus these were width, banks, 

stream order, hollow banks, pool/riffles, pH, orthophosphate, flow velocity, depth, stream 

order, gravel, banks and distance to mouth. In general it concerns nutrient variables related to 

impacts of mainly agricultural activities and physical habitat variables (both natural as well as 

artificial modifications to streams). 
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5.7 Application of backpropagation artificial neural 
networks predicting Gammarus and Asellus in the 
Zwalm river basin 

 
5.7.1 Introduction 
 
This study aims at analysing the relationship between the stream characteristics and the 

presence/absence (and abundance) of the two macroinvertebrate taxa Asellus and Gammarus 

in the Zwalm river basin. Table 5.21 gives a scheme on how the models were applied on the 

databases and the results are presented in Appendix 61-72. Six methods were applied on 

Gammarus and Asellus, first presence/absence models were used (to compare with the 

outcomes of the classification trees), followed by abundances models (actually these models 

use log(abundance+1) output transformations). 

 

Table 5.21 Overview of the applied contribution methods to the ANN models. 
 
Presence/absence classification of taxa    
 Performance based on performance indicators  
 Application of input variable contribution methods  
  Weights     
  PaD     
  Perturb     
  Stepwise Reg    
  Stepwise Imp    
  Profile     
Prediction taxa abundance     
 Evaluation based on performance indicators  
 Application of input variable contribution methods  
  Weights     
  PaD     
  Perturb     
  Stepwise Reg    
  Stepwise Imp    
  Profile     
Selected variables and ranking of importance   
Ecological interpretation and discussion of practical use of the ANN models 
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5.7.2 Predictive performance of classification and regression ANN 
models 

 

In Table 5.22 the CCI and K of the classification (presence/absence) models in the Zwalm 

river basin are presented. For both Gammarus and Asellus, the CCI and K are relatively 

constant over the three folds, with one major exception (indicated in yellow), where the K 

drops to 0.10 in subset 3. The CCI value is good both for both taxa (75.0 % and 81.1 % for 

respectively Gammarus and Asellus), while the K values are good for Asellus (0.62), but not 

for Gammarus (0.15 in average). The latter means that the model of subset three does not 

make use of the environmental variables to predict Gammarus. This indicates the danger of 

the training procedure without a performance index such as the K, to compensate for the 

prevalence to the taxon. 

 

Table 5.22 CCI and K for the classification ANN models of Gammarus and Asellus in the 
Zwalm river basin. 

 
Gammarus CCI K 
Subset 1 76.7 0.23 
Subset 2 73.3 0.22 
Subset 3 75.0 0.00 
Average 75.0 0.15 
Standard deviation 1.7 0.13 
Asellus CCI K 
Subset 1 81.7 0.63 
Subset 2 76.7 0.53 
Subset 3 85.0 0.70 
Average 81.1 0.62 
Standard deviation 4.2 0.09 
 

 

In Table 5.23 the performance of the abundance models (regression) trained and validated on 

the same subsets are presented. In average the r values in the validation sets are very good 

(0.73 and 0.80) and constant over the three folds.  
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Table 5.23 Correlation coefficient r for the regression ANN models of Gammarus and 
Asellus in the Zwalm river basin. 

 

Gammarus r (validation set) 
Subset 1 0.75 
Subset 2 0.73 
Subset 3 0.71 
Average 0.73 
Standard deviation 0.02 
Asellus r (validation set) 
Subset 1 0.80 
Subset 2 0.81 
Subset 3 0.73 
Average 0.78 
Standard deviation 0.05 
 

5.7.3 Ranking of importance of input variables combined with 
ecological interpretation and discussion of practical use of 
ANN models 

 
The lack of illustrative power of ANN models is a major concern to ecologists since the 

interpretation of statistical models is desirable for gaining knowledge of the causal 

relationships driving ecological phenomena (Olden and Jackson, 2002). To dispose of this 

disadvantage, six contribution methods (Tables 5.24 to 5.27) were applied to the ANN models 

in this study. These techniques helped to identify environmental factors influencing the 

presence/absence and abundance of both taxa. Among the six methods applied, the ‘Profile’ 

method was the only technique that provided two elements of information on the contribution 

of the variables. On the one hand, this method presented the order of contribution of the 

different environmental variables, on the other hand, gave direct interpretation of the effect of 

river characteristics on the abundance or presence/absence of the taxa. The investigation of 

the sensitivity curves could enhance the understanding of the effects of impacts of various 

types on individual macroinvertebrate taxa (Marshall et al., 2002). In this way, the ‘Profile’ 

method would enable impact-specific indicator taxa to be readily identified and would 

enhance the capacity to monitor and mitigate the effects of human activities on river 

ecosystems. The other methods were merely able to classify the variables by order of their 

importance, in other words, to reveal their contribution to the output.  

 



                                                                                                                                               

Table 5.24 Comparison of the outcome of the six different input variable contribution methods for the Gammarus 
presence/absence models based on the river sediments in the Zwalm river database. 

 
Gammarus P/A Weights PaD    Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Width 1      1 24 10 5 2 3   7 8.9
Banks 20         21 22 1 20 19 19 17 8.0
Meandering 22         18 5 4 13 22 17 14 8.1
Pool/Riffle 8         19 6 23 17 13 18 14 6.6
Hollow beds 23         20 16 11 16 18 21 17 4.1
Depth 10         6 23 12 6 5 6 10 6.8
Flow velocity 13         9 17 7 10 9 10 11 3.6
pH 24         10 10 3 21 11 14 13 7.8
Temperature 3      3 3 16 2 3 2   5 5.4
Dissolved oxygen 7         15 2 24 18 15 16 14 7.9
Conductivity 16         22 8 22 19 16 20 17 5.2
Suspended solids 15         11 7 8 14 8 7 11 3.4
Ammonium 12      7 14 14 8 4 5   10 4.1
Nitrate 4         24 13 19 22 24 22 18 7.9
Total nitrogen 18         23 18 17 23 23 24 20 2.9
Phosphate 17         16 4 2 15 21 13 13 7.7
Total phosphorus 6      5 9 20 3 6 4   8 6.1
COD 5         13 12 9 7 20 11 11 5.3
Boulders 19         12 11 6 12 12 12 12 4.1
Gravel 11         14 19 15 11 10 15 13 3.4
Sand 21         17 20 18 24 14 23 19 3.5
Loam/clay 14         4 21 13 4 7 8 11 6.7
Distance to mouth 2      2 1 21 1 1 1   5 8.0
Stream order 9         8 15 5 9 17 9 11 4.5

 



                                                                                                                                               

Table 5.25 Comparison of the outcome of the six different input variable contribution methods for the Asellus presence/absence 
models based on the river sediments in the Zwalm river database. 

 
Asellus P/A Weights PaD    Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Width 3      3 7 14 6 7 3   7 4.0
Banks 11         14 23 1 10 21 12 13 8.0
Meandering 2      2 1 13 2 2 2   4 4.6
Pool/Riffle 5      7 4 8 7 10 4   7 2.1
Hollow beds 6         8 3 21 5 15 8 10 6.9
Depth 7         6 11 9 16 12 9 10 3.7
Flow velocity 17         22 22 15 12 20 22 18 4.0
pH 15         19 10 19 18 24 21 18 4.7
Temperature 13         17 12 24 11 19 18 16 5.0
Dissolved oxygen 14         18 8 18 17 5 13 13 5.6
Conductivity 23         23 18 3 23 11 20 17 8.3
Suspended solids 22         20 19 4 22 9 19 16 7.6
Ammonium 8      5 5 22 4 3 5   8 7.1
Nitrate 9         9 6 23 3 6 6 9 7.1
Total nitrogen 12         10 9 17 19 4 10 12 5.5
Phosphate 24         24 17 11 24 16 24 19 5.5
Total phosphorus 21         21 20 20 20 8 23 18 5.1
COD 18         15 13 12 15 18 15 15 2.5
Boulders 16         13 21 16 9 17 16 15 4.0
Gravel 19         12 24 5 21 14 17 16 6.9
Sand 20         16 16 6 8 23 14 15 6.6
Loam/clay 10         11 15 2 13 22 11 12 6.6
Distance to mouth 1      1 2 10 1 1 1   3 3.6
Stream order 4         4 14 7 14 13 7 9 4.9

 



                                                                                                                                               

Table 5.26 Comparison of the outcome of the six different input variable contribution methods for the Gammarus abundance 
models based on the river sediments in Zwalm river database. 

 
    Gammarus abundance Weights PaD Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Width 5      3 15 2 10 7 4   7 4.9
Banks 21         22 22 5 17 21 21 18 6.6
Meandering 14         16 13 11 9 15 13 13 2.6
Pool/Riffle 12         19 11 23 13 20 17 16 5.0
Hollow beds 10      9 2 3 4 11 3   7 3.9
Depth 9         8 16 8 14 5 10 10 4.1
Flow velocity 24         24 24 7 22 23 23 21 6.7
pH 22         17 14 15 12 24 20 17 4.7
Temperature 20         12 10 20 6 17 14 14 5.7
Dissolved oxygen 17         14 6 24 19 10 16 15 6.4
Conductivity 18         20 8 16 21 18 18 17 4.7
Suspended solids 15         13 12 1 18 6 11 11 6.2
Ammonium 1      1 1 18 1 2 1   4 6.9
Nitrate 16         18 18 21 16 12 19 17 3.0
Total nitrogen 19         21 21 19 24 16 22 20 2.7
Phosphate 7         7 5 6 20 3 8 8 6.1
Total phosphorus 8      4 3 12 15 1 5   7 5.5
COD 3         6 4 22 7 4 7 8 7.2
Boulders 13         15 20 14 8 19 15 15 4.4
Gravel 6         5 17 4 3 9 6 7 5.2
Sand 23         23 23 13 23 22 24 21 4.0
Loam/clay 11         10 19 9 11 8 12 11 3.9
Distance to mouth 4         11 7 17 5 14 9 10 5.2
Stream order 2      2 9 10 2 13 2   6 4.9

 



                                                                                                                                               

    

Table 5.27 Comparison of the outcome of the six different input variable contribution methods for the Asellus abundance models 
based on the river sediments in the Zwalm river database. 

 
Asellus abundance Weights PaD Perturb Stepwise

Reg 
Stepwise 

Imp 
Profile Overal

rank 
Average 

rank 
Standard 
deviation 

Width 1      1 4 2 1 1 1   2 1.2
Banks 15         13 19 3 8 17 10 13 6.0
Meandering 8         20 13 12 19 15 14 15 4.5
Pool/Riffle 19         16 16 5 24 20 19 17 6.4
Hollow beds 6      5 3 10 4 8 4   6 2.6
Depth 3      4 7 11 10 2 5   6 3.8
Flow velocity 11         23 23 13 16 21 21 18 5.2
pH 17         14 14 22 18 14 18 17 3.2
Temperature 18         8 9 21 6 19 13 14 6.5
Dissolved oxygen 13         7 1 23 7 12 8 11 7.5
Conductivity 14         15 10 14 15 7 11 13 3.3
Suspended solids 24         19 22 16 20 13 22 19 4.0
Ammonium 12         9 12 20 17 9 12 13 4.4
Nitrate 22         12 11 17 14 11 15 15 4.3
Total nitrogen 21         24 20 7 23 23 23 20 6.4
Phosphate 23         21 24 6 21 5 20 17 8.7
Total phosphorus 16         22 18 18 22 24 24 20 3.1
COD 10         10 8 15 13 6 7 10 3.3
Boulders 5         11 17 9 11 16 9 12 4.5
Gravel 20         17 21 4 9 22 17 16 7.3
Sand 9         6 5 24 5 10 6 10 7.3
Loam/clay 7         18 15 19 12 18 16 15 4.6
Distance to mouth 4      3 2 8 3 4 3   4 2.1
Stream order 2      2 6 1 2 3 2   3 1.8
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Although each method expresses a different aspect of sensitivity or importance of the 

environmental variables to the presence/absence (or abundance) of the taxa (see previous 

result analysis on the river sediments in Flanders), the average results of the six methods are 

rather stable per model type. The PaD method makes a classification of the relative 

contributions of each variable to the network output. The input variable that has the highest 

SSD value is the variable, which influences the output most. This method is therefore very 

good to detect the variables of major concern. It also seems to correlate very well with the 

overall rank. The convenience of this method seems as such to be confirmed in this dataset. 

 

When analyzing the ecological relevance of the models (Tables 5.24 to 5.27), it seems that the 

river continuum concept is very well confirmed by the data (distance to mouth and stream 

order variables). Also width plays a major role for Asellus. The physical habitat variables 

(meandering, pool/riffle and hollow beds) seem of major concern as well for Asellus, but the 

results are not very stable.  However, these were highly correlated and can be seen as one set 

of variables. For Gammarus, the nutrient variables ammonium and total phosphorus seemed 

to be crucial. The effect of dissolved oxygen seemed to be less important in the Zwalm river 

basin. Although Wesenberg-Lund (1982) stated that Gammarus pulex is almost non-tolerant 

for low oxygen conditions, these conditions were almost not present anymore in the Zwalm 

and pollution problems are more related to nutrients. And the same holds for conductivity, as 

the Macrofauna-atlas of North Holland (1990) mentioned that Gammarus pulex is sensitive to 

high conductivity values, also this was not reflected in the models. So probably the 

investments in wastewater treatment during the nineties are responsible for this improvement 

of the water quality. Contrary to what was expected, flow velocity was not considered as an 

important variable to predict the abundance of Gammarus and Asellus in the Zwalm river 

basin. Based on the ‘Bayerisches Landesamt für Wasserwirtschaft’ (1996) however, 

Gammarus pulex prefers rather fast running streams, since having very good swimming 

abilities (Brehm and Meijering, 1990). This study revealed that Gammarus can be considered 

as an indicator of nutrient related pollution, which is of major importance in Flanders. The 

selection of the Gammaridae as an indicator taxon in the Belgian Biotic Index method can 

therefore be motivated on the basis of these results. 

 

Based on the different contribution methods applied on the Zwalm catchment, habitat 

characteristics seemed to be more important than the impact of physical and chemical 

variables for Asellus. In this way, Asellus only has potential as a good indicator organism in 
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broader streams, since the habitat of the headwaters is less suited by nature for this species. 

As a consequence, Asellus is less abundant in those streams. In the end, these methods for 

testing the contributions of the different input variables facilitate the selection of the suitable 

habitats in which certain species can or can not act as an indicator organism for the 

assessment and management of rivers.  

 

However, one can question to what extent these conclusions can be extrapolated. Data mining 

and modelling studies were made in Flanders on the basis of datasets from several catchments 

during other periods. Adriaenssens (2004) for example, found that the environmental variable 

conductivity explains a major part of the abundance based on Fuzzy knowledge-based 

models. This variable describes pollution caused by agricultural activities and treated or 

untreated wastewater effluents. The same results were obtained when decision trees were used 

in combination with input variable selection by means of genetic algorithms (D’heygere et al., 

2003) applied on the river sediments in Flanders dataset. 

 

Concerning their value as indicator organisms, the Gammaridae/Asellidae ratio is used in 

running waters in the U.K. (Hawkes and Davies, 1971; Whitehurst, 1988). This ratio is able to 

detect subtle changes in organic pollution level, because the change in organic load alters the 

relative abundance of Asellidae and Gammaridae rather than the total species composition 

(MacNeil et al., 2002). In this way, one might conclude that besides the habitat characteristics 

indicated by the different contribution methods, also the pollution related physical-chemical 

variables can be important to explain the abundance of Asellus. This underlines the need for 

relevant datasets for habitat preference studies. It also underpins that predictive ecological 

models developed with data driven techniques should be used with enough care for practical 

decision support in river management as illustrated in Goethals et al. (2002). To use of the 

PaD method and the profile graphs are very good instruments for this as was earlier 

mentioned. Figures 5.18 shows the results obtained with the ‘Profile’ method for 12 scale 

intervals between the minimum and maximum of the input variables. The major variables for 

the two taxa are quite different. The dominating variables for the abundance models of 

Gammarus were total phosphorus, ammonium, phosphate and COD were best expressed (see 

also Table 5.26).  For Asellus these were distance to mouth, stream order, width and depth. 

The abundance values for Asellus were also much higher in general (the average value is 92 

organisms per sampling site, while for Gammarus only 6). 
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Figure 5.18 Curves for the 24 input variables in relation to the abundance of Gammarus 
(top) and Asellus (bottom) based on the profile method and ANNs. 
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Additionally, it seemed interesting to check the effect of variable pruning on the model 

performance and compare it with the experience on classification trees. The mean predictive 

performances of the three testing sets for Gammarus after removing step by step the least 

contributing input variables in the abundance model are shown in Figure 5.20. As mentioned 

before, the correlation coefficient for the ANN model including the 24 environmental 

variables was 0.73. However, elimination of the less important variables gave an increase of 

the correlation coefficient. If eight variables (flow velocity, sand, banks, total nitrogen, pH, 

nitrate, boulders and conductivity) were removed, then the highest performance (0.76) was 

obtained. Excluding more variables led to a decrease of the predictive performance. If only 

one variable remained (ammonium was the most contributing variable), a correlation 

coefficient of only 0.57 was achieved. At the same time, the standard deviation was 

increasing, indicating that the stability of the models over the three folds decreased. 
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Figure 5.20 Mean predictive performances (correlation coefficient) of the three 
fold cross validation for Gammarus after stepwise removal of the 
least contributing variables. 

 
 

As such, similar to the previous results with the classification trees in this PhD study, the 

variables that were not selected could be seen as irrelevant for the modelled taxon. In other 

words, these variables were less important to describe the habitat of Gammarus. 
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5.7.4 Conclusions 
 

This study aimed at analysing the relationship between the stream characteristics and the 

presence/absence (and abundance) of the two macroinvertebrate taxa Asellus and Gammarus 

in the Zwalm river basin. Regarding the presence/absence models, the CCI value was good 

for both taxa (75.0 % and 81.1 % for respectively Gammarus and Asellus), while the K values 

are good for Asellus (0.62), but not for Gammarus (0.15 in average). The latter means that the 

model of subset three does not make use of the environmental variables to predict Gammarus. 

In average the r values of the abundance models were very good (respectively 0.73 and 0.80 

for Gammarus and Asellus) and constant over the three folds. 

 

Input variable contribution methods applied to ANN models can be useful to select the 

essential environmental variables for macroinvertebrate taxa. In this way, the choice of 

ecologically significant variables to describe the species’ habitat(s) and to include in 

monitoring campaigns for river assessment can be well-founded. 

 

On the other hand, the prediction of abundance of species or populations based on habitat 

characteristics can be of high interest to ecologists, managers or engineers, who are dealing 

with river assessment and restoration management. In particular the insight in the sensitivity 

curves can be useful to select meaningful indicator taxa. These curves can support the 

decisions related to river restoration and protection, by showing how the environmental 

variables affect the biological communities. 

 

5.8 A comparative discussion of the obtained results 
 
5.8.1 Performance of classification tree and ANN models based on 

numerical indicators 
 
Based on the river sediments in Flanders database, the average CCI (over all pruning levels), 

the trees for both Gammarus and Asellus seem to be reliable (respectively 83.7% and 67.3%), 

however when analysing the average K (respectively 0.29 and 0.18), the trees do not meet the 

threshold value of 0.4, indicating that the trees’ performance is mainly related to the relatively 

low prevalence of both taxa in the database and related ‘easy’ classification, even without 

using environmental information. The CCI value of the classification ANN models was good 

for both taxa (86.3 % and 76.3 % for respectively Gammarus and Asellus), while the K values 
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were more or less acceptable (in the neighbourhood of about 0.4), thus slightly higher than 

those of the classification trees. The performance of the abundance models (regression) 

trained and validated on the same subsets had r values in the validation sets of about 0.4, 

indicating that the models were as well rather good. As such, all trained ANN models were 

more or less on the edge of good and not good, while the classification trees performed a little 

less, especially when the K values are taken into account. The ANN model for Asellus was in 

particular much better than the one based on classification trees. 

 

Based on the data of the Zwalm river basin, the model performance was very different for 

both taxa, and also between the presence/absence and abundance models. For Gammarus, no 

reliable trees could be developed based on the K (maximum value of 0.35, while only 0.22 on 

average). For Asellus on the contrary, well performing trees were developed at all pruning 

levels (average K of 0.57 with standard deviation of only 0.02). Regarding the 

presence/absence ANN models, the CCI value was good for both taxa (75.0 % and 81.1 % for 

respectively Gammarus and Asellus), while the K values are good for Asellus (0.62), but not 

for Gammarus (0.15 on average). It seems that the K values for both classification trees and 

ANN models were very similar (K values for Gammarus respectively 0.22 and 0.15 and for 

Asellus respectively 0.57 and 0.62). Both methods are thus performing very similar. On 

average the r values of the abundance models were very good (respectively 0.73 and 0.80 for 

Gammarus and Asellus) and constant over the three folds. As such, it seemed ‘easier’ to built 

good abundance models for Gammarus than to make presence/absence predictions in the 

Zwalm river basin. 

 

When comparing the overall results, it seems that the ANN are performing slightly better than 

the classification trees. On the other hand, the calculation time of the classification trees is 

very short and the results (used variables, threshold values) can be directly seen, and allow as 

such to detect immediately the ecological relevance of the models. For ANN the calculation 

time is higher and it takes some extra efforts to analyse the ecological meaning of the models. 
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5.8.2 Importance of different input variables and ecological 
relevance of the models 

 
The distribution of macroinvertebrates in rivers as well as the inter-relationships of all the 

different factors which influence this distribution have been widely studied (e.g. Bournaud 

and Cogerino, 1986). Nevertheless, investigation of this area of river ecology is complicated 

by the difficulty of separating the effects of competing variables (Rabeni and Minshall, 1977). 

Our knowledge is still far insufficient to completely understand the habitat preferences of the 

river macroinvertebrates. This fact is, naturally, a strong handicap when using 

macroinvertebrate communities for surveillance purposes (Fontoura and De Pauw, 1994). 

Therefore, this type of studies performed in this PhD are of major concern. 

 

However, when bringing all the rankings of the input variables in the ANN models together 

(Table 5.28), not many general and robust conclusions can be made. In addition, for the 

classification trees the major variables in the sediments database for Gammarus were clay, Pb, 

conductivity, day and dissolved oxygen, while for Asellus these were dissolved oxygen, 

toxicity test TOXR, day, width and As. In the Zwalm river basin these were quite different. 

The major variables for Gammarus were total phosphorus, width, loam/clay, depth, distance 

to mouth, ammonium, hollow banks and orthophosphate. For Asellus these were width, banks, 

stream order, hollow banks, pool/riffles, pH, orthophosphate, flow velocity, depth, stream 

order, gravel, banks and distance to mouth. Similar to the classification tree results on the 

river sediments in Flanders, the results over the three subsets seem to be very instable as well. 

Only for Asellus the river variable ‘width’ is three times used as major variable. 

 

In the river sediments of Flanders the basic pollution variables seemed to play a major role 

according to the models. Metal and toxicity were not that important. Probably these 

contaminants are important, but only at a limited amount of sites. In the Zwalm river basin 

physical habitat and nutrients played a major role. 

 

To study the effect of the environmental variables on the two taxa, six input variables 

contribution methods were applied on the ANN models (Table 5.28). It was difficult to find 

major trends over the two datasets, taxa, and the six contribution methods. These differences 

can be explained by dissimilar input variable sets in both databases, the different ecological 

preferences of the taxa and by the particular aspects the six contribution methods deal with.  
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Table 5.28 General overview of the ranking of all variables in the two databases for both 
taxa. 

 

Sediments Gam p/a Gam abun Asel p/a Asel abun 
Day 16 12 2 1 
Width 12 17 4 10 
Depth 21 16 13 14 
Flow velocity 14 7 9 19 
Clay 5 3 22 4 
Loam  11 11 10 5 
Sand 17 15 24 21 
Temperature 22 18 3 18 
pH 4 9 16 13 
Dissolved oxygen 3 6 1 8 
Conductivity 1 1 17 11 
Organic matter 10 8 12 22 
TOXT 19 21 5 12 
TOXR 18 19 7 15 
Total phosphorus 2 2 20 23 
Kjeldahl nitrogen 8 4 14 20 
Cr 23 24 6 24 
Pb 7 10 8 7 
As 6 5 11 9 
Cd 9 23 15 17 
Cu 20 20 18 6 
Hg 24 22 21 16 
Ni 13 14 19 3 
Zn 15 13 23 2 
Zwalm river basin Gam p/a Gam abun Asel p/a Asel abun 
Width 3 4 3 1 
Banks 19 21 12 10 
Meandering 17 13 2 14 
Pool/Riffle 18 17 4 19 
Hollow beds 21 3 8 4 
Depth 6 10 9 5 
Flow velocity 10 23 22 21 
pH 14 20 21 18 
Temperature 2 14 18 13 
Dissolved oxygen 16 16 13 8 
Conductivity 20 18 20 11 
Suspended solids 7 11 19 22 
Ammonium 5 1 5 12 
Nitrate 22 19 6 15 
Total nitrogen 24 22 10 23 
Phosphate 13 8 24 20 
Total phosphorus 4 5 23 24 
COD 11 7 15 7 
Boulders 12 15 16 9 
Gravel 15 6 17 17 
Sand 23 24 14 6 
Loam/clay 8 12 11 16 
Distmouth 1 9 1 3 
Stream order 9 2 7 2 
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The instability over the different folds, that was encountered, is perhaps related to the relative 

small size (342 instances) of the dataset in combination with the high variability of the sites 

(whole Flanders), the high number of input variables or outliers in the measurements. This 

will therefore need further research based on larger datasets and sub-sampling methods. This 

study also revealed that new variables should be included to give reliable predictions in 

future.  

 

5.9 Conclusions 
 
The dependence of a species or a community on its habitat is a crucial hypothesis in ecology 

(Wagner et al., 2000). Thus, the prediction of abundance of species or populations based on 

habitat characteristics is an interesting task in basic and applied ecology (Baran et al., 1996; 

Whitehead et al., 1997) and can be of high interest for managers and engineers dealing with 

rivers and channels (Lek et al., 1996a; Mastrorillo et al., 1997a; Guégan et al., 1998). 

 

Classification trees and ANN models can in this context play an interesting role to find 

general trends on habitat suitability of macroinvertebrate taxa. The methods revealed to be 

able to find ecological meaningful relations in the two databases. It is however interesting to 

see that different analysis procedures (data collection, modelling and model evaluation) often 

result in dissimilar conclusions. Therefore, it is of major importance to look at results with 

enough consideration. In particular the use of models for practical applications needs to be 

preceded with careful validation of these instruments, also in a practical perspective (see next 

chapter). 

 

Nevertheless, as this research revealed, a major clue to the model development is the data 

collection. The outcome of this research is as such not only the developed models, but also 

advice regarding new data that need to be collected and how this should be done to be able to 

collect meaningful information for river management afterwards.  
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Chapter 6 
Application of predictive macroinvertebrate habitat suitability 

models for information and decision support in river 
management: case studies in the Zwalm river basin 
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6.1 Introduction 
 
This chapter will illustrate and validate the application of the data driven habitat suitability 

models to support decision making in river management. All presented applications are based 

on models developed as in the previous chapter, in particular the presence/absence and 

log(abundance+1) ANN models of the Zwalm river basin (2000-2002). The performance of 

the models is presented in Appendix 73. 

 

Three types of model applications will be presented: 

- prediction of the effect of restoration options; 

- selection of monitoring sites based on model uncertainty; 

- delivering insight in the habitat preferences of taxa. 

 

6.2 Prediction of the effect of restoration options 
 
6.2.1 Site selection 
 
The first sites for calculating the effect of a planned restoration option are based on a report 

by Belconsulting (2003). Several restoration options within an integrated water management 

perspective in the Zwalm river basin (Figure 6.1 left) were described in that report. This 

restoration action at the Traveinsbeek (sites 56, 120, 121 in Figure 6.1) makes part of it as one 

of the proposed actions to improve the river ecology and flood control by reintroducing a 

meandering pattern in the river in combination with a natural flooding area. 

 

The second set of monitoring sites, near the Boembekemolen, consisting of a flood control 

weir (between sites 25 and 55 in Figure 6.1), are proposed as an interesting virtual action to 

undertake, to get insight in the reference conditions as is necessary for the implementation of 

the WFD. By revealing what would be the ecological shifts, one is able to get insight in the 

reference communities, but also whether it is really worth to consider such a restoration 

towards a near natural condition and increasing the risks for flooding downstream during 

intensive rain events as a potential consequence. Most probably this situation with a weir for 

flood control cannot be altered drastically, and the attribution of this site as a strongly 

modified water body will probably be necessary and be defended from a social-economical 

perspective broader than nature conservation. 
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Figure 6.1 The Zwalm river basin and BBI scores at the sixty monitoring sites (during the 
year 2002) is presented at the left, while at the right a detailed map is presented 
of the two selected sites: the Traveinsbeek site is in the northern part 
(monitoring sites 56, 120, 121) and the Boembeke.weir is between the sites 25 
and 55). 

 

 

6.2.2 Remeandering project of the Traveinsbeek 
 
The Traveinsbeek brook, a tributary of the Zwalm river (site 120 in Figure 6.1) was 

straightened to be used as a ‘natural’ border between two meadows (Figure 6.2). Recently 

there were several projects to investigate sustainable flood control measures in the Zwalm 

river basin. The construction of several natural flooding areas is among these, and is often 

combined with nature development. Also this restoration action is a combination of both 

(Figure 6.3). The planned remeandering has an impact on several river characteristics as 

shown in Table 6.1. In this table, only the altered variables are presented. In total 30 variables 

were presented to the artificial neural network (in contrast to the previous chapter also 

maxima and minima values of width, depth and flow velocity were used, because these are 

values that are seriously affected by the remeandering works and as well be important from an 

ecological point of view for most of the taxa considered here). The expected values of the 
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river characteristics in three studied monitoring sites after remeandering were based on an 

upstream sampling site, characterised by a well-developed meandering pattern and could 

therefore be seen as the expected situation after remeandering works. In the future, 

hydrological/hydraulic models could be used in order to calculate the exact values of the river 

characteristics after remeandering. 

 

 

Figure 6.2 Picture of the Traveinsbeek in its actual condition (August 2003). This river 
part was straightened to use it as a ‘natural’ border between two meadows. 

 

Based on the changes of the habitat characteristics after remeandering, the prediction of the 

habitat suitability of four macroinvertebrate taxa was tested (Table 6.2): Asellus, Gammarus, 

Erpobdella and Baetis. Baetis is an indicator of good water and habitat quality, while 

Erpobdella occurs in more impacted streams. For the four taxa, the following conclusions 

could be made: remeandering had no significant effect on the probability of presence of 

Asellus and Gammarus, while on the contrary, an increase of habitat suitability was detected 

for Baetis, whereas a decrease was predicted for Erpobdella. It can be concluded that this 

remeandering project could be valuable for improving ecological quality as well as for 
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enlarging the water bearing capacity of the concerning systems. In this manner, this project is 

advantageous for the ecological value and the safety of the housings and fields against 

flooding, while not much agricultural area has to be sacrified for this type of works. 

 

 

Figure 6.3 Scheme of the planned remeandering action at Traveinsbeek. Near the Zwalm 
this river part was straightened to use it as a ‘natural’ border between two 
meadows (light blue). Belconsulting (2003) proposed to remeander the river 
and to install a natural flooding area (green zone) to minimise the use of a 
weir for water quantity control. 

 

In Table 6.2, the outcomes of the predictions of the different folds are mentioned. The sites 

120 and 121 were only monitored during the year 2003 (with the purpose to make this type of 

restoration modelling exercises). Table 6.2 reveals that the neural networks perform well to 

predict the four taxa under the actual conditions (very similar to the training conditions in 

other words). However, when predictions were made for the restoration conditions, the model 

outcomes seemed to give the expected results compared to the similar site for Asellus and 

Gammarus, but not for Erpobdella and Baetis. Although only slight differences existed with a 

site used as example for 14 out of 30 variables (while 16 were nearly similar of that example 
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site), the model performance decreased: several folds contained wrong predictions, illustrating 

quite some uncertainty on the used models. However, when bringing the results of the three 

models together, they seem to perform in general well when voting is applied. Most probably, 

when predictions have to be made on conditions of which no more or less similar sites are 

available in the database, the predictions will probably be less reliable. In particular when no 

physical habitat variables are involved (e.g. width), because for this variable most techniques 

seemed to take this as an important variable into account as was presented in the previous 

chapter. 

 

Table 6.1 Expected values of the altered stream characteristics (in total 30 variables are 
used as input, only the altered variables are presented in this table). These were 
obtained on the basis of monitored conditions about 1 km upstream site 56 in 
the Traveinsbeek in combination with expert knowledge. All three sites will 
probably look similar regarding most physical habitat aspects after restoration. 

 

 
Variables 
 

 
SP 56 
actual 

 

SP 56 
restored

 

SP 120 
actual 

 

SP 120 
restored

 

SP 121 
actual 

 

SP 121 
restored

 
Average width (cm) 900 144 270 144 600 144 
Meandering 5 4 5 4 5 4 
Pool/Riffle pattern 5 4 5 4 5 4 
Hollow banks 6 5 3 5 4 5 
Average depth (cm) 22 50 73 50 72 50 
Average flowvelocity (m/s) 0.17 0.28 0.03 0.28 0.03 0.28 
% Boulders 0.0 24.0 0 24 0 24 
% Gravel 29.1 68.0 0 68 0 68 
% Sand 3.9 2.0 15.5 2 15.5 2 
% Loamclay 67.0 6.0 84.5 6 84.5 6 
Minimum width (cm) 900 120 250 120 600 120 
Maximum width (cm) 900 170 290 170 600 170 
Minimum depth (cm) 10 10 40 10 5 10 
Maximum depth (cm) 40 15 110 15 155 15 
Minimum flowvelocity (m/s) 0.01 0.11 0.03 0.11 0.03 0.11 
Maximum flowvelocity (m/s) 0.27 0.45 0.03 0.45 0.03 0.45 
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Table 6.2 Actual and expected taxa presence/absence values according to the 30-10-1 
ANN models trained with measurements of 30 river characteristics in 60 sites 
during the period 2000-2002 in the Zwalm river basin. As input values of the 
ANN models the measured conditions in combination with the altered input 
values of the variables in Table 6.1 were used. ‘Observed at similar site’ 
means: Observed at site similar as will be expected based on environmental 
variables. 

 

Asellus  
Site (year) Observed Predicted 

(under actual 
condition) 

Predicted 
(under altered 

condition) 

Observed at 
similar site 

56 (2000) present present (3/3) present (2/3) present 
56 (2001) present present (3/3) present (2/3) present 
56 (2002) present present (3/3) present (3/3) present 
120 (2003) present absent (3/3) absent (3/3) present 
121 (2003) present absent (2/3) present (3/3) present 
Gammarus  
Site (year) Observed Predicted 

(under actual 
condition) 

Predicted 
(under altered 

condition) 

Observed at 
similar site 

56 (2000) absent present (3/3) present (2/3) present 
56 (2001) present present (2/3) present (3/3) present 
56 (2002) present present (3/3) present (3/3) present 
120 (2003) present present (2/3) present (3/3) present 
121 (2003) absent absent (3/3) absent (2/3) present 
Erpobdella  
Site (year) Observed Predicted 

(under actual 
condition) 

Predicted 
(under altered 

condition) 

Observed at 
similar site 

56 (2000) present present (3/3) present (3/3) absent 
56 (2001) present present (3/3) present (3/3) absent 
56 (2002) present present (3/3) present (3/3) absent 
120 (2003) absent present (2/3) absent (2/3) absent 
121 (2003) absent present (3/3) absent (2/3) absent 
Baetis  
Site (year) Observed Predicted 

(under actual 
condition) 

Predicted 
(under altered 

condition) 

Observed at 
similar site 

56 (2000) absent absent (3/3) absent (3/3) present 
56 (2001) absent absent (3/3) absent (2/3) present 
56 (2002) absent absent (3/3) absent (2/3) present 
120 (2003) present absent (3/3) absent (3/3) present 
121 (2003) present absent (3/3) absent (3/3) present 
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6.2.3 Removal of a weir for water quantity control in the Zwalmbeek 
 
The sites on the Zwalmbeek near the Boembekemolen (Figure 6.4) are characterized by a 

modification of the flow channel due to a flood control weir (between sites 25 and 55 in 

Figure 6.1). The site 55 in particular is drastically deepened. Just in front (upstream) of the 

weir, the depth can be nearly around 2 meters (depending on the control level of the weir and 

the amount of sediments accumulated at the site). During the measurements in site 55 an 

average depth of around 1 meter was recorded, what is much deeper than under natural 

conditions (Table 6.3). Also the flow velocity is reduced drastically, resulting in direct and 

indirect impacts on the ecology. A direct impact is that the shear stress is quite different, 

being an advantage for Asellus for instance, but for some animals like Baetis who can profit 

from a continuous water flow over their gills on the back of their body, these artificially 

induced conditions are less optimal. The indirect effects of the lower flows can play a crucial 

role for the river biology as well. As a result of the lower flow, there is a serious accumulation 

of sediments (as a result of the erosion problems in that area), containing organic materials 

and probably also toxic materials (such as pesticides from agricultural soils). The organic 

compounds are degraded by the local microbiota, reducing the amount of oxygen in the water 

in particular near the bottom of this deepened system. This oxygen increase is not taken into 

account in case of weir removal in the presented simulations, because it is very difficult to 

predict this value on the basis of expert knowledge without a water quality model. 

Additionally this variable played not an important role in the ANN models in the Zwalm for 

Asellus and Gammarus as was presented in the previous chapter. 

 

In Table 6.4, the actual and expected taxon presence/absence values (between brackets the 

amount of folds out of a total of three that support the outcome are indicated) are presented. 

These expected values are calculated according the 30-10-1 ANN models trained with 

measurements of 30 river characteristics in 60 sites during the period 2000-2002 in the Zwalm 

river basin (similar to the model development methods in Chapter 5). As input values of the 

ANN models, the measured conditions in combination with the altered input values of the 

variables in Table 6.3 were used. In total the values of 14 variables were altered compared to 

the actual conditions. ‘Observed at similar site’ means: observed at a similar site about 1 km 

upstream of the Boembeke weir, as will be expected based on environmental variables. On 

that site, the effect of the weir is nihil, and therefore it is a good site as basis for comparison 
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and validation (also under the unaltered water quality conditions presented in this simulation 

exercise). 

 

Table 6.3 Expected values of the altered stream characteristics (in total 30 variables are 
used as input, only the altered variables are presented in this table). These were 
obtained on the basis of monitored conditions about 1 km upstream the weir in 
combination with expert knowledge. All three sites will probably look similar 
regarding most physical habitat aspects after restoration. 

 
 
Variables 
 

SP 25 actual SP 55 actual SP 55 
restored 

Average width (cm) 323 630 400 
Pool/Riffle pattern 4 5 5 
Hollow banks 2 3 6 
Average depth (cm) 18 110 70 
Average flowvelocity (m/s) 0.87 0.04 0.05 
% Gravel 98.0 0.0 11.0 
% Sand 0.4 6.5 20.0 
% Loamclay 0.3 62.0 37.5 
Minimum width (cm) 280 630 400 
Maximum width (cm) 380 630 410 
Minimum depth (cm) 6 50 45 
Maximum depth (cm) 30 170 90 
Minimum flowvelocity (m/s) 0.77 0.04 0.04 
Maximum flowvelocity (m/s) 1.02 0.04 0.07 

 
 

In Table 6.4 the outcomes of the models are presented over the three folds (also here voting is 

used to label the altered sites with the presence or absence of the taxa). In between brackets 

the number of folds supporting this presence/absence label is indicated. For Asellus the 

models seem to perform very poorly. Even the predictions of the actual conditions seem to be 

very difficult for the trained models. Probably, this has partly to do with the relatively low 

number of sites affected by weirs in the database. For Gammarus the actual conditions can be 

classified well on the basis of the environmental variables, but the model does not support the 

observed absence in the site similar to the expected conditions. For Erpobdella and Baetis, the 

model outcomes are very instable. Overall, only a shift in Gammarus is predicted based on the 

used reference sites, according to the models on the contrary, Gammarus becomes present and 

Asellus disappears. The latter is not so unlikely based on the expert knowledge in Chapter 4, 

that also described quite some controversy about the effect of flow velocity on Asellus.  
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Figure 6.4 Picture of the upstream (top) and downstream (bottom) part of the weir in the 
Zwalmbeek in its actual condition (August 2003). 
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Table 6.4 Observed and expected taxon presence/absence values (between brackets the 

amount of folds out of a total of three that support the outcome) according the 
30-10-1 ANN models. As input values of the ANN models the measured 
conditions in combination with the altered input values of the variables in 
Table 6.3 were used. ‘Observed at similar site’ means: Observed at a site 
similar about 1 km upstream the Boembeke weir, as will be expected based on 
environmental variables. 

 
Asellus     
Site (year) Observed Predicted (under 

actual condition)
Predicted (under 

altered 
condition) 

Observed at 
similar site 

25 (2000) present absent (2/3) absent (2/3) present 
25 (2001) present present (2/3) present (2/3) present 
25 (2002) present absent (2/3) present (2/3) present 
55 (2000) present absent (3/3) absent (3/3) present 
55 (2001) present absent (2/3) absent (2/3) present 
55 (2002) present absent (3/3) absent (3/3) present 
Gammarus     
Site (year) Observed Predicted (under 

actual condition)
Predicted (under 

altered 
condition) 

Observed at 
similar site 

25 (2000) present present (3/3) absent (2/3) absent 
25 (2001) present present (3/3) present (2/3) absent 
25 (2002) present present (3/3) present (3/3) absent 
55 (2000) present present (3/3) present (3/3) absent 
55 (2001) present present (3/3) present (3/3) absent 
55 (2002) absent present (2/3) present (3/3) absent 
Erpobdella     
Site (year) Observed Predicted (under 

actual condition)
Predicted (under 

altered 
condition) 

Observed at 
similar site 

25 (2000) present absent (3/3) absent (3/3) present 
25 (2001) present absent (2/3) present (2/3) present 
25 (2002) present present (3/3) present (2/3) present 
55 (2000) present absent (2/3) absent (2/3) present 
55 (2001) present present (3/3) present (3/3) present 
55 (2002) present present (3/3) present (3/3) present 
Baetis     
Site (year) Observed Predicted (under 

actual condition)
Predicted (under 

altered 
condition) 

Observed at 
similar site 

25 (2000) absent absent (3/3) absent (3/3) absent 
25 (2001) absent present (2/3) present (2/3) absent 
25 (2002) absent present (2/3) absent (2/3) absent 
55 (2000) absent absent (3/3) absent (3/3) absent 
55 (2001) absent absent (2/3) absent (2/3) absent 
55 (2002) absent absent (2/3) present (2/3) absent 
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According to the Bayerisches Landesamt für Wasserwirtschaft (1996), Asellidae are 

mentioned to behave as indifferent along water velocity, while Tachet et al. (2002) mention 

the preference for downstream sections characterized by low flow velocities. Also Peeters 

(2001) mentions that Asellus aquaticus attempts to flee from sites with higher flow stress or 

that repeated passive drift took place. So whether the models or the selected similar site are 

correct is hard to decide on. Quite a lot will probably depend on the remaining water quality.  

 

Possibly these bad predictive results are also related to the difficulty to fix the input variables. 

The need for water quality and quantity models seems indeed very important. Nevertheless, 

the exercise is a very interesting validation on how far one can get with these data driven 

models and show the limitations under particular practical conditions. 

 

6.3 Selection of monitoring sites based on predictive 
errors of data driven models 

 
The performance of the models in the previous simulation exercises was highly variable. To 

get a better insight in what type of data are needed in the future to improve the models (and 

where these can be collected), maps were constructed indicating where the highest predictive 

errors occurred according to the Zwalm database in 2000-2002 (Figure 6.5). The predictions 

were made with one ANN model on the three years database. 

 

For Gammarus, the largest quantity of errors occurred in the main stream (the Zwalmbeek). 

Perhaps this is related to the complex and dynamic set of impacts that are integrated at these 

sites, as it is a sink of the whole basin surface water and pollution sources. Seen the taxon is 

vulnerable to river pollution, this can give spatial-temporal patterns that might be very 

difficult to explain. Perhaps the coupling with a water quality model is therefore a solution, to 

get better insights in the pollutant dynamics. 

 

In the case of Asellus, the presence/absence predictions contained most errors in the upstream 

parts, scattered over the whole river basin. The cause of this is probably related to very 

specific conditions because the number of errors is also rather low (only at one site two errors 

are detected over the three years dataset). 
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Based on the outcomes of both taxa, it seems for Gammarus interesting to have more data on 

the main stream, while for Gammarus no more particular data seem to be necessary when 

looking at the errors. Preferentially, new sites are selected on the stem river, to confront the 

methods with slightly altered conditions. Perhaps also sites from other river basins, e.g. the 

Dender river basin, could be added to the future data collection. 

 

  

 

Figure 6.5 Predictive errors (based on presence/absence ANN models) in the 179 
instances, as a result of model calculations (and comparisons) on the field 
observations of 2000-2002 in the Zwalm river basin. The number of wrong 
Gammarus predictions is presented in the left map, the right one presents these 
of the Asellus models. 

 

 

6.4 Delivering insight in the habitat preferences of taxa 
 
When searching for expert knowledge on the habitat preferences of taxa, some characteristics 

are confirmed by several authors, while others remain vague or are even contradictory. This is 

also the case for Gammarus and Asellus, as was experienced during the construction of the 

knowledge base of both taxa for Chapter 4.  
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Therefore, to check how the general responses of these organisms are according to the 

collected data in the Zwalm (2000-2002), some sensitivity curves were repeated here and the 

stability over the three folds was checked. The curves are based on log(abundance+1) ANN 

models, as were developed in the previous chapter by making use of the profile method. This 

method was proposed by Lek et al. (1995, 1996a, b) and the general idea is to study each 

input variable successively when the others are blocked at fixed values. As in Chapter 5, also 

here the 24 environmental variables were used as inputs of the ANN models and the four 

major variables (according to this profile method, determined on the basis of the difference 

between the minimum and maximum log(abundance+1) covered by the curves) were focussed 

on here.  

 

According to several literature sources, Gammarus pulex appears in all types of waters: lakes, 

headwaters, river tributaries, canals, etc. (Karaman and Pinkster, 1977; Hawkes, 1979; 

Verdonschot, 1990; Peeters, 2001). Peeters (2001) developed a logistic regression model for 

Gammarus pulex. The order of importance of the variables in his study were: current velocity, 

Kjeldahl nitrogen, pH and depth. This order was however not confirmed in this study, 

although the same variables were present in the database. According to the profile method 

applied in the previous chapter the major variables for the Zwalm river basin data set were: 

total phosphorus, ammonium, phosphate and COD. Nevertheless, the curves are characterized 

by quite a large variability when comparing the three folds. The trends stay similar, however 

the intensity of the gradient in one fold is clearly much lower than for the other. When 

comparing the graphs to the outcomes of Peeters (2001), the same relation was found for the 

four variables: the lower these pollution indication variables are, the better for the Gammarus 

populations (within the range of the observations). For the nutrients this was also confirmed 

by the gathered expert knowledge, e.g. Gammarus pulex is less tolerant to inorganic 

pollutants and to organic sewage (Whitehurst and Lindsey, 1990). However related to the 

COD, the descriptions are often merely qualitative and indirect. Examples are: ‘Gammarus 

pulex is suppressed by high organic conditions (Hawkes, 1979), but can stand some organic 

pollution according to Gledhill et al. (1993)’ and ‘Gammarus pulex prefers substrate 

heterogeneity (Tolkamp, 1980), especially detritus substrates or detritus mixed with sand or 

gravel or leaf material (Tolkamp, 1982)’.  

 

Asellidae have a preference for watercourses with higher width according to the Macrofauna-

atlas of North Holland (1990). Also Tachet et al. (2002) mention the preference of Asellus 
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aquaticus for downstream sections (characterized by low flow and higher width velocities), 

what is also confirmed by the sensitivity curves c and d in Figure 6.7 in a quantitative manner. 

Downstream sections are indeed positively related with higher stream orders and a lower 

distance to mouth, and in this manner the preference for downstream sections is reflected by 

the log(abundance+1)-curves of Asellus. The curves for this taxon are much more stable over 

the three subsets compared to the ones of Gammarus. 

 

According to these sensitivity analyses, one is able to see that the ANN models can reflect 

ecological relations in a quantitative manner, but that some instability is still involved in the 

case of the Zwalm exercises. Therefore the causes for this have to be searched for, and 

probably a combination of the data set and the model training configuration can be optimized 

to reduce the variability of the curves in future. 

 

6.5 Discussion 
 
Based on these data driven models, calculating the effect of future river restoration actions on 

aquatic ecosystems and supporting the selection of the most sustainable options seems to be 

part of the options. The simulation exercises at the Traveinsbeek and Boembekemolen taught 

us that depending on the type of problem, the added value of the models can differ 

significantly. These simulations revealed that validating the models for such exercises itself is 

also difficult, and the only manner to really validate the models is to follow up these 

restorations in case they are practically executed. Perhaps the use of artificial rivers might be 

a solution to this as well. Anyway, this type of studies needs much more models concerning 

other biological communities to make a full assessment of the overall ecological effects. Also 

the coupling with water quantity and quality models is necessary. The environmental 

variables of the rivers are sometimes very difficult to fix based on other sites or expert 

knowledge. The coupling of models will be necessary to get insight in the interactions that 

take place as a result of changing habitat characteristics or pollution levels. 

 

However, making these data driven models more stable is a prerequisite. For this, more 

research is necessary to find the causes of wrong predictions. The predictive errors themselves 

can help to find the major gaps in our knowledge of river systems and help to set-up cost 

effective monitoring programmes to improve the models, as was shown in 6.3. 
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Figure 6.6 Contribution of the three folds of the four most important environmental variables used in the 24-10-1 ANN model for Gammarus 
(based on the Zwalm river data) using the ‘Profile’ algorithm: (a)variable ‘ Total phosphorus’; (b) variable ‘Ammonium’; (c) 
variable ‘Phosphate’; (d) variable ‘COD’. 

(a)  (b)

(c) (d) 
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Figure 6.7 Contribution of the three folds of the four most important environmental variables used in the 24-10-1 ANN model for Asellus 
(based on the Zwalm river data) using the ‘Profile’ algorithm: (a) variable ‘Width’; (b) variable ‘Depth’; (c) variable ‘Stream 
order’; (d) variable ‘Distance to mouth’. 
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(d) (c) 

(a)
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The research based on the sensitivity analyses with the profile method, indicates that the data 

driven models like ANNs can generate ecological valid information and deliver quantitative 

habitat information, what is in comparison with the often vague or contradictory expert 

knowledge from literature a serious step forward. However, when looking at all curves, 

sometimes striking outliers can be identified (e.g. one subset in the Gammarus curves). The 

cause of this needs further research, in particular on what is the cause (data (number of 

instances, outliers, natural diversity patterns, etc.), parameter settings or the techniques 

themselves) and what can be done to solve them (other data collection methods, more data, 

outlier removal, other training algorithms or parameter settings, etc.). 

 

6.6 Conclusions 
 
The simulation exercises at the Traveinsbeek and Boembekemolen illustrated that depending 

on the type of problem, the convenience and added value of the data driven models can differ 

significantly. Based on the results of the previous chapter, it is obvious that the datadriven 

models need to be drastically improved to be practically used for decision support in river 

management. However, compared to the actual decision making process, the use of the 

models is providing already interesting new insights. However, one has to be aware of the 

simplifications that were made during the development process, what is also probably 

responsible for the limited performance of the models. 

 

These simulations also revealed that validating the models for such exercises itself is difficult, 

because it is hard to fix the environmental variables of the rivers based on other sites or expert 

knowledge. The coupling with water quantity and quality models is therefore necessary. 

 

Extension to other taxa and optimisation of these data driven models and more research are 

necessary to find the causes of wrong predictions. The predictive errors themselves can help 

to find the major gaps in our knowledge of river systems and help to set up cost effective 

monitoring programmes to improve the models. 

 

The results also illustrated that data driven models like ANNs can generate ecological valid 

information and deliver quantitative habitat information. Nevertheless, also here the stability 
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needs to be increased and the set of used environmental variables in the models needs to be 

enlarged. 

 

 

 



 
 
 
 
 
 
 

 

  
 
 
 
 
 
 
 
 
 

Chapter 7 
General discussion and further research 
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7.1 Introduction 
 
This PhD study consisted of three major activities: data collection, data driven model 

development and the application of models to support decision making in river management. 

The aim of this chapter is to link the results and discussions in the previous chapters and 

present some general and practical manners with regard to the development and application of 

predictive models for decision support in water management. This chapter consists of the 

following parts: 

- data collection; 

- model development; 

- model applications for decision support in water management; 

- further research; 

- general conclusions. 

 

In other words, this chapter comes down to the set of typical evaluation questions: what has 

been done, what can be improved, how this can be achieved and what might be expected in 

the future. 

 

7.2 Data collection 
 
The type of variables that are collected have clearly a major effect on the derived data driven 

models. This study illustrated that for the same taxon, clearly different models are built by the 

same techniques when different databases are used. So, first, one has to know what type of 

variables that need to be collected in the field. Therefore, model development studies need to 

be based on questions from managers. Once these are identified and the necessary models and 

variables are known, a relevant data acquisition has to be set up. Too many static modelling 

exercises are still based on field data from observational studies, lacking a designed sampling 

strategy (Guisan and Zimmerman, 2000).  

 

The results from previous chapters show that more variables are necessary (because several 

issues such as what is the effect of pesticide used in the Zwalm river basin on the stream 

ecology cannot be coped with so far) and that further standardization and quality control is 

needed to guarantee a convenient data driven model development. Important to know is also 

which variables need to be included in the models and what effect they have on the predictive 
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performance and how the habitat suitability can be extracted from data. Although, data driven 

approaches, such as ANN models, have the ability to determine which model inputs are 

critical according to several literature sources mentioned in the Chapter 3, they clearly 

showed to be able to make ecologically valuable inferences of only about three to five 

variables, according to the results in this work (this can be related to the size of the dataset, 

but therefore more research is needed). In other words, presenting a large number of inputs to 

ANN models, and relying on the network to determine the critical model inputs, usually 

increases network size and after all only a limited set of variables are really used for the 

inferences (cf. results with input variable contribution methods). This has a number of 

disadvantages, for example decreasing processing speed and increasing the amount of data 

required to estimate the connection weights efficiently (Maier and Dandy, 2000), while 

having no additive effect to the reliability or practical applicability of the models. Therefore 

the appropriate selection of input variables is crucial, as well as the way they are presented to 

the neural network or other data driven method. 

 

The use of structural class variables seemed to be crucial in the case studies in the Zwalm 

river basin, but is probably becoming relatively a more and more important issue in Flanders 

because of the improving water quality due to the implementation of wastewater treatment 

during the past fifteen years. In particular for Asellus these variables seemed to play a major 

role, probably also because this taxon is less vulnerable to (organic) pollution, but is rather 

fleeing from higher flow velocities (cf. ecological expert knowledge in Chapter 4). However, 

further research is needed on the scale at which these habitat variables should be measured 

and whether the other analyses (e.g. biology, stream velocity) should not be measured at 

microhabitat or pool/riffle scale to make a better description of the ecological processes going 

on in the river. However, practical constraints (like time and money) will be hard to overcome 

if more detailed habitat monitoring has to be established, especially when one likes to cover a 

large area (e.g. Flanders or complete Scheldt river basin). Therefore, from a practical point of 

view, instead of going into more detail to develop better performing models, it might be 

interesting to work directly at community level and predict whole communities at once, 

characteristics of communities (e.g. expected biodiversity) or even ecological indices. For 

example, Goethals et al. (2002) predicted the BBI for several restoration options in the 

Zwalm. Seen the experience river managers have with these indices, in this manner they also 

get a better understanding of the use of these models. 
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The use of several variables is not always that straightforward. The inclusion of compounds 

with a potential toxic effect is more difficult as was illustrated on the river sediments database 

of Flanders (1996-1998). Probably, the use of bio-availability models or direct toxicity (as 

was applied in the Chapter 5) is the most easy, but entails high sampling and analysis costs... 

Regarding bio-availability of metals, several components could be taken into account. The 

binding of metals to clay and organic matter is well known (e.g. as applied by Peeters, 2001), 

but in sediments also the amount of acid volatile sulfides (AVS) is important to know the bio-

available amount of metals (often called SEM, what means simultaneously extractable metals) 

(Di Toro et al., 1990; Ankley et al., 1994; Ankley et al., 1996 in Vangheluwe et al., 2002). 

Attempts have been made to account for the bioavailable fraction by using normalization 

procedures based on key processes controlling the bioavailability of the chemicals of concern. 

For this, a bio-availability model was developed, called SEM-AVS Vangheluwe et al., 2002). 

In applying the SEM-AVS model for a specific metal, such as nickel, it has to be taken into 

consideration that ΣSEM represents the sum of different metals acting in a competitive 

manner when binding to AVS. Acknowledging the existence of competitive displacement 

kinetics the SEM-AVS model can be made metal-specific. The procedure that is used is to 

assign the AVS pool to the metals in the sequence of their solubility products. Ranked from 

the lowest to the highest solubility product the following sequence is observed for the 

following five metals for instance: SEMCu, SEMPb, SEMCd, SEMZn and SEMNi. This means 

that copper has the highest affinity for AVS, followed by lead, cadmium etc until the AVS is 

exhausted. The remaining SEM is that amount present in excess of the AVS. In this manner, 

the bio-availability can be much better predicted. Therefore, in recent analyses of the VMM, 

these components needed to calculate the bio-availability were also incorporated and the 

resulting database can support the development of in situ ecotoxicity models that can be 

compared to laboratory tests, and vice versa. In this context, it is probably interesting to check 

retrieved relations via data driven models by means of spiking tests in the river and laboratory 

tests e.g. artificial rivers (thus setting up experiments as indicated by Beauchard et al. (2003)). 

In this manner causal relations can be confirmed, what is crucial because datadriven models 

cannot distinguish between correlations and causal relations, and this can be dangerous when 

the models are applied as such without causal relation validation. The use of dynamical 

models will probably also become necessary in this context. AQUATOX 

(http://www.epa.gov/waterscience/models/aquatox), an example of a model that is already 

applied in the context of water management (but in particular on lake systems), is such a 

http://www.epa.gov/waterscience/models/aquatox
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process-based or mechanistic ecosystem model that simulates the transfer of biomass, energy 

and chemicals from one compartment of the ecosystem to another. It includes different types 

of plants, invertebrates and fish, and also treats the biota as interacting with the 

chemical/physical system. This is done by simultaneously computing each of the most 

important chemical or biological processes for each day of the simulation period. AQUATOX 

can predict not only the environmental fate of chemicals in aquatic ecosystems, but also their 

direct and indirect effects on the resident organisms (Park and Clough, 2004). Therefore it has 

the potential to establish causal links between chemical water quality and biological response 

and aquatic life uses. 

 

On top of the extra variables that need to be measured to model all kind of relevant ecological 

processes to be able to cover different aspects in river management, it is extremely important 

that these data cover a broad enough range of all variables and that enough instances are 

collected. As such it does not make sense to include new variables when not enough data can 

be presented for the model development. Concerning the range of the data, in particular in 

Flanders there is a major lack of good river ecosystems, what makes it difficult to develop 

well performing models for restoration options and reference condition prediction. Therefore, 

probably more data from different river basins (e.g. international data) will be needed as well 

in future to enhance the models described in this study. 

 

7.3 Model development 
 
Based on the river sediments in Flanders database, the induced classification trees for both 

Gammarus and Asellus did not meet the requirement of K higher than 0.4, indicating that the 

trees’ performance (relatively high CCI) is mainly related to the relatively low prevalence of 

both taxa in the database and related ‘easy’ classification, even without using environmental 

information. The CCI value of the classification ANN models was good for both taxa, while 

the K values were more or less acceptable (and slightly higher than those of the classification 

trees). The performance of the abundance models (regression) trained and validated on the 

same subsets had r values in the validation sets of about 0.4, indicating that the models were 

as well rather good. As such, all trained ANN models were more or less on the edge of good 

and not good, while the classification trees performed a little less, especially when the K 

values were taken into account. The ANN model for Asellus was in particular much better 

than the one based on classification trees. 
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Based on the data of the Zwalm river basin, the model performance was very different for 

both taxa, and also between the presence/absence and abundance models. For Gammarus, no 

reliable trees could be developed. For Asellus on the contrary, well performing trees were 

developed. Regarding the presence/absence ANN models, the CCI value was good for both 

taxa, while the K values were good for Asellus (0.62), but not for Gammarus (0.15 on 

average). It seems that the K values for both classification trees and ANN models were very 

similar. On average the r values of the abundance models were very good and constant over 

the three folds. As such, it seemed ‘easier’ to built good abundance models for Gammarus 

than to make presence/absence predictions in the Zwalm river basin. 

 

When comparing the overall results, it seems that the ANN models were performing slightly 

better than the classification trees. On the other hand, the ecological meaning of the 

classification trees can be directly seen, whereas it takes some extra efforts to analyse the 

ecological meaning of the ANN models. 

 

Actually, a lot of uncertainty exists on the development of data driven models. For example, 

in Dedecker et al. (2004a), different architectures, training methods etc. were compared, but 

the outcome was not easy to summarize in a set of simple rules of thumb. But also during the 

preparation of the data several options are open (e.g. remove outliers or keep them in, what is 

an outlier for a particular database, remove variables with high correlation, etc.). Therefore, 

presently it remains rather unclear how to develop well performing data driven models based 

on a general set of rules. The existing rules of thumb are often not working well and trial and 

error is in most cases the only solution to find the most optimal model training (and input 

variables) for data driven techniques such as classification trees and ANNs. Also in this study, 

standard data mining software, consulting of data mining experts and a lot of practical 

experience (based on trial and error) was the major factor to develop well performing models. 

The performance expressed by the indices was sometimes highly variable for the different 

techniques and taxa in the applied databases. Also the extracted ecological knowledge did 

often not present new insights, but in most cases a confirmation of basic ecological expert 

knowledge (e.g. relations with physical habitat such as width, distance to mouth, etc.). On one 

hand it confirms that these techniques can extract sound ecological knowledge, but on the 

other hand the added value seems rather limited in the two databases, in particular for the two 
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taxa on which quite a lot of studies are done and expert knowledge is available. However, for 

taxa for which no or limited knowledge is available, this can already mean an important step 

forward. 

 

Automated development (via stochastic searches and other optimization algorithms), 

eventually followed by rule extraction might look like a valuable option for the future. This is 

already partially worked out by D’heygere et al. (2003, 2004) for classification trees and 

ANN models. However, so far only input variable selection was performed, and optimization 

of the parameter settings will be necessary in the future. Also larger databases will for sure be 

necessary to be able to use these optimization techniques in a valid manner. 

 

An important step forward could be made if a good model development guideline would exist. 

There is a high demand for this, but the offers stay out… However, such documents could 

make these methods much more popular and increase the practical application and validation 

of the methods in ecology. For this purpose, a multi-disciplinary approach will be crucial: 

bringing river managers, mathematicians, applied informatics specialists, ecosystem scientists 

and data collectors together… and make them communicate!  

 

7.4 Model applications for decision support in water 
management 

 
To improve the reliability and efficiency of management actions in the future, decision 

support systems enabling cost-benefit analyses can play an important role. However, when 

constructing such systems, careful attention needs to be paid to the possibilities and 

limitations of the available water system models and how they can be integrated in a user-

friendly simulation shell. For the latter aspect, the analysis of the requirements from the 

managers’ and stakeholders’ point of view is of crucial importance. This is probably why the 

development of models needed for water management already has a fairly long history, e.g. 

Young and Beck (1974), without a standard tendency to use models for river management, in 

particular in Flanders. Too many modelling studies are not validated in practice and as such 

do not prove to work properly or be able to give the information of interest to managers. van 

der Molen (1999) underlined that the acceptability of models by water managers is mainly 
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defined by their perception of the practical value of the model. The latter involves more than a 

theoretical reliability, but also criteria such as user convenience, model transparency, etc. 

 

Therefore, some practical simulations were set up in the last results chapter. This clearly 

showed that there are several needs for improvement, and not only the habitat suitability 

models themselves… For example, there is a need to make simulations of all taxa (or whole 

communities), but also other models are needed to predict the input variables of these habitat 

suitability models, such as land use, water quantity and quality models, etc. This type of 

practical studies also delivers insights in how to improve the data collection (e.g. inclusion of 

river morphology, toxicants, etc.) to develop models that are of practical use for decision 

support in river management. Also which sites (monitoring network) need to be monitored to 

reduce uncertainty can be one of the practical outputs of the models. How to decide which 

restoration options to choose based on the presented models is not yet possible. These 

exercises are rather interesting as validation instruments than practical tools for river 

managers in this stage (the models can be seen as prototypes to conduct some tests on). The 

models can give insights in shifts of indicator species, but first the stability of the models 

needs improvement and a link with other models is needed. 

 

Involving users (river managers) in the model development process is not easy. This was 

worked out in the COST 626 project ‘European Aquatic Modelling Network’. The main 

objective of this project was to define and develop integrated methods and models to assess 

the interactions between aquatic flora and fauna and riverine habitats on reach scale and 

provide transferability to a catchment scale. Therefore a timetable (Figure 7.1) was worked 

out. Based on a first phase of making state of the art studies on data collection, model 

development and applications (user needs), several integrated key topics were defined to work 

on. Based on these more practical and focused working groups the discussions and products 

became more interesting and fruitful. The overall outcome of the project is a model user 

internet framework that enables river managers to define their problems based on a set of 

keywords (e.g. scale, stakeholders, etc.). The internet framework guides the user to a set of 

models that are described and also to who can be contacted to use these models. In addition, 

also a data internet framework is elaborated, to bring databases on river fish and 

macroinvertebrates together, but also to guide people to what kind of environmental 
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characteristics need to be measured in addition to the biological samplings to make sensible 

ecological models. Also the related equipment and how to get it is part of this subproject. 
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Figure 7.1 Scheme of the COST626 project (European Aquatic Modelling Network) aiming 
at the stimulation of the use of models for decision support in water 
management. 

 
 
 
 

7.5 Further research 
 
7.5.1 Overview of potential research 
 
This component contains some features for further research. The following topics are 

discussed and suggestions how such research can be set up and some preleminar results are 

presented: 

- improvement and extension of the model inputs via automated data collection procedures; 

- extension of the habitat preference models with migration models; 

- model evaluation and optimisation methods; 

- linking ecological models to climate, land-use, discharges, river water quality and other 

physical models; 

- linking ecological models to social-economical models and stakeholder information needs. 
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7.5.2 Improvement and extension of the model inputs via automated 

data collection procedures 
 
In addition to earlier mentioned ecotoxicological and physical habitat variables (mentioned 

and discussed in the previous part of this discussion), also continuous measurement sets of 

some water quality and quantity variables might be interesting in several cases, seen the 

highly dynamical processes that can occur in rivers. The use of on-line measurement 

instrumentation is becoming more and more popular. In most cases however, the use of on-

line instrumentation for water quality monitoring is applied in the field of wastewater 

treatment (e.g. Vanrolleghem and Lee, 2003). Only a limited set of studies describe the 

experiences of this type of systems for analysing water quality variables in rivers and lakes. 

According to these published experiences on on-line analysers in surface waters, it seems that 

the applications, the type of sensors as well as the concepts to combine several measurements 

are rather diverse. Several studies describe rather specialised measurements, e.g. TNT (2,4,6-

trinitrotoluene) in Wang and Thongngamdee (2003), while in others the combination of 

different variables is of major importance to gain new insights in aquatic processes, e.g. Beck 

et al. (1998). In some studies the use of a minimal setup with low maintenance is promoted, 

e.g. Edwards (1998) and Johnson (1998), while in others rather complex and automated 

systems seem to give good results (Beck et al., 1998; Du Preez et al., 1998). Also the data 

handling process can differ a lot and is still in full development. In particular the use of the 

Internet for this purpose seems to be a very promising solution, as described by Toran et al. 

(2001). In particular, the reliability of the measurements needs further research, because most 

on-line sensors are less precise and accurate in comparison with laboratory instruments. 

Therefore it is necessary to first investigate the required reliability of the field measurements 

before selecting the type of instrumentation (Schlegel and Baumann, 1996; Leeks et al., 1997; 

Mohapl, 2000) and decide whether continuous measurements can have an added value for the 

purpose of the user. 

 

The results of the research of Vandenberghe et al. (2004) at the Dender river in Flanders 

(Belgium) illustrated that automated measurement stations can reveal the limitations of 

contemporary water quality assessment networks and monitoring strategies. In view of the 

variability of the observations of the physical and chemical variables in time and space, as 

shown in Vandenberghe et al. (2004), it is clear that classical sampling with a monthly 

periodicity on a restricted number of locations by the Flemish Environment Agency (VMM) 
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should be questioned for the determination of a physical-chemical water quality assessment 

(and the usefulness of their measurement to develop ecological models). Clearly, a lot of 

attention should be paid to the sampling location(s) and the timing of the sampling (day vs. 

night; flow regime; hydro-meteorological conditions, etc.). In another study about the Dender 

by Vandenberghe et al. (2001) the usefulness of continuous measurements to reduce the 

model parameter uncertainty and thus to increase the reliability of the model predictions was 

demonstrated. The latter authors extended the research to the optimal design of measurement 

campaigns, in view of maximising the model reliability (Vanrolleghem et al., 1999), given the 

logistic and financial constraints. D’heygere et al. (2002) optimised the monitoring strategy 

for macroinvertebrates in the Dender river, making use of the insights in the seasonality of the 

biological as well as chemical processes. In this manner, this automated river quality 

monitoring can help to define which variables are useful and necessary to predict biological 

communities, because this is still one of the major difficulties in the development of 

ecological models for decision support in water management as was also illustrated in this 

PhD research. 

 

In addition to the automated measurement stations, also the use of aerial photographs and 

digital maps (e.g. for physical habitat characteristics) can be valuable to improve the data 

input of such models as well as their performance and their set of applications. In this manner, 

the field work could be drastically reduced and also a more straightforward approach could be 

used to collect the data (e.g. more independent of the differences and uncertainties of field 

observation done by different people), and even allow to make variables to work at different 

scales. The link of river ecology with land use could be another aspect related to this. 

 

7.5.3 Extension of the habitat preference models with migration 
models 

 
The upstream and downstream movement of animals within and between habitats is of 

particular ecological significance. In running waters, the drift of benthic invertebrates is a 

well-studied phenomenon (Waters, 1965; Brittain and Eikeland, 1988). Upstream migration in 

many different taxa on the other hand, has been reviewed by Söderström (1987). Drift enables 

organisms to escape unfavourable conditions and gives them the potential to colonize new 

habitats (Brittain and Eikeland, 1988). Unlike drift, upstream movements are always active 

(Söderström,1987). Search for new habitat and food (Bishop and Hynes, 1969), avoidance of 



                                                                                                                                                  205
                                                                                                                                                    
 
unfavourable abiotic conditions (Hayden and Clifford, 1974; Olsson and Söderström, 1978) 

and a compensation for drift in order to maintain a basal population within a certain habitat 

(Hayden and Clifford, 1974; Goedmaker and Pinkster, 1981) can be reasons for upstream 

movement. Discussing the downstream drift and upstream movement of macroinvertebrates 

without mentioning the ‘drift paradox’ is inappropriate. It is a well-known and frequently 

discussed concept in ecological literature. The ‘drift paradox’ arises because the upper reaches 

of streams remain colonized by aquatic insects despite an apparently considerable reduction in 

their numbers. This reduction is due to the tendency of aquatic invertebrates to drift 

downstream with the current (Brittain and Eikeland, 1988; Allan, 1995). The compromise has 

generally been that upstream flight (whether directed or as part of random, undirected 

dispersal) by some pre-ovipositing adult females may be the key factor that resolves the 

paradox (Hershey et al., 1993; Allan, 1995). But how do we explain the persistence of the 

many species that are commonly found to drift but do not have an aerial adult stage, such as 

for example Gammarus pulex (Humphries and Ruxton, 2002)? Speirs and Gurney (2001) and 

Humphries and Ruxton (2002) demonstrated, long-distance flight by aerial adults is not 

required to prevent extinction of upstream reaches. It can be achieved with very small 

movement of individuals along the substrate. 

 

Dedecker et al. (2004e) developed such a migration model for Gammarus pulex. In 

preliminary studies, data driven models were tested and optimised to obtain the best model 

configuration for the prediction of the habitat suitability of for instance Gammarus pulex 

based on the abiotic characteristics of their aquatic environment in the Zwalm river basin 

(Flanders, Belgium). This migration model, implemented in a Geographical Information 

System (GIS), was used for the simulation of a practical river restoration scenario. After 

removing a weir, the negative effect on the habitat suitability of Gammarus pulex 

disappeared. The ANN models predicted that the habitat was suitable again for Gammarus 

pulex. The migration model indicated the restored parts of the river would be colonized within 

about two months. In this way, decision makers have an idea whether and when the 

restoration option has the desired effect. 

 

The next step is the development of migration models for other macroinvertebrates. Indicator 

species for good water quality, such as the EPT taxa (Ephemeroptera, Plecoptera and 

Trichoptera), will get special attention. In preliminary studies, the factors affecting the 
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migration capacity of these organisms will be examined. In contrast to the present migration 

model for Gammarus pulex, an additional layer for the migration over land/through the air 

will be necessary because most of these macroinvertebrates have an aerial adult stage. Finally, 

the scale of the developed models will be extended to the whole Zwalm river basin. Extension 

of the intensive monitoring campaign as done for the selected part of the river basin, should 

be very costly and time consuming. Therefore, using aerial photographs or digital maps to 

extract the necessary information is recommended. 

 

Dynamic models might also be needed to describe these migration processes (and other 

ecological interactions such as competition, food web interactions, etc.), because some of 

them are steered by seasonal influences, others by the interaction in and between the different 

communities or by escaping activities (e.g. from pollution or other suboptimal habitat 

conditions such as light penetration). Nevertheless, the amount of knowledge and data to 

develop, train and validate this type of models is probably a major difficulty for their 

successful application, at least in the near future. For this, also coupling with other models 

will be necessary (see further). 

 

7.5.4 Model evaluation and optimization methods 
 
The choice of an evaluation measure should be driven primarily by the goals of the study 

(Guisan and Zimmerman, 2000). Therefore, the single use of performance indices is 

insufficient for setting up data driven models for use in decision support. So a set of different 

measures is necessary. This may possibly lead to the attribution of different weights to the 

various types of prediction errors (e.g. omission, commission or confusion). Testing the 

model in a wider range of situations (in space and time) will permit one to define the range of 

applications for which the model predictions are suitable. In turn, the qualification of the 

model depends primarily on the goals of the study that define the qualification criteria and on 

the usability of the model, rather than on statistics alone. (Guisan and Zimmerman, 2000). So 

as described in another part in this further research component, the decision support aspects 

and relation with users and stakeholders is also crucial in the optimization process. 

 

Once one is able to select the appropriate methods for evaluation, a model optimization 

strategy can be selected. This was also done for the Zwalm river basin during the last years. 

Each year the data collection was analyzed and new variables were measured based on 
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detected model shortcomings. In other words, the use of the Deming circle (continuous 

improvement methodology) looks like a good option to improve the data collection, model 

development procedures and their application step by step. This is a very well known strategy 

in applied data mining cf. Figure 7.2 provided by the Software Competence Centre in 

Hagenberg. 

 
 
 

 
 
 
 
Figure 7.2 Model optimization strategy provided by the Software Competence Centre in 

Hagenberg. 
 
 
So the goal of the research on the development of data driven models for decision support in 

river management can not be limited to merely comparing data mining techniques on their 

qualities and all technical options etc. in detail, but also how these tools can gain insight in 

what new variables are needed for field measurements and what type of predictions are 

feasible to support decision making. 

 

The selection of appropriate input variables in predictive ecological modelling is an important 

issue since numerous variables can be involved. Most of the input variables cannot be omitted 

because it results in a significant loss of information. The collection of field data on the other 

hand is both time-consuming and expensive. Rigorous methods are therefore needed to decide 

which explanatory variables or combinations of variables should enter the model. Appropriate 

selection of input variables is not only important for modelling objectives as such, but also to 

ensure reliable decision support in river management and policy-making. The selection of the 

input variables is in anyway a crucial part in the optimization process. Although in the present 
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study similarities could be detected between the different contribution methods and as well 

between the used variables in the classification trees, some striking differences also appeared. 

Therefore a more quantitative procedure is needed to compare the different contribution 

techniques, as is recently proposed by Olden et al. (2004), using Monte Carlo methods. But a 

technique which can as well be used is genetic algorithms (e.g. Obach et al. 2001; Schleiter et 

al. 2001; D’heygere et al. 2004). This algorithm automatically selects the relevant input 

variables (Goldberg, 1989). In the study of D’heygere et al. (2004), the use of genetic 

algorithms is explored to automatically select the relevant input variables for classification 

trees and artificial neural networks (ANNs), predicting the presence or absence of benthic 

macroinvertebrate taxa. The applied database consisted of measurements from 360 sites in 

unnavigable watercourses in Flanders, the same database as was used in this PhD study (but 

without metal variables). As is shown in Figure 7.3 (D’heygere et al., 2004), the average merit 

or CCI of the applied ANN models started off at about 85.3% and increased up to 92.4% at 

generation 40 during the optimization process. A highest CCI was detected at generation 32 

with a value of 93.3%. This variable subset is therefore the best to be selected as the result of 

the variable selection. The low peaks in the graph of the minimum CCI reveal that the 

probabilities for cross-over and mutation were set high enough to ensure that the probability 

of being trapped in a local minimum was avoided. 
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Figure 7.3 Evolution of the minimal, maximal and average CCI of a 
variable subset for every generation for the ANN of 
Gammaridae. 
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An assessment of the models performance based on the CCI with a statistical test revealed 

that except for Pisidium the performance increased significantly for all tested taxa with a fair 

model performance (based on Cohen’s kappa) when the modelling was preceded by a variable 

selection stage (Figure 7.4). This was at first surprising because a loss in information in a 

data-driven approach should result in a loss in performance. However, the pruning of models 

seems often to give an improvement of the model performance, because noise data are 

removed. This was also confirmed in this PhD study. The largest classification trees never 

were the best performing according the CCI and K.  

 

In the study of D’heygere, the most important variables for the ANN models were day, depth, 

current, water temperature, saturated oxygen, conductivity and the 72h growth-inhibition test 

with Tamnocephalus platyurus (TOXT) (Table 7.1). 
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Figure 7.4 CCI of ANN models for 10 benthic macroinvertebrate taxa 
before and after variable selection. 

 

However, this is only a first step in the automation process. The next part of the research 

involves the optimization (tuning) of the parameter settings of the data mining tools to the set 

of input variables. As such, also an optimization algorithm (e.g. genetic algorithm) can be 

used to combine the selection of input variables and the best model development technique. 

One step further will consist of a quality function deployment, that helps to translate the 

quality criteria of river managers into mathematical goal functions, that can be used for the 
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optimization algorithms. As such, depending on the model market, the best models can be 

produced for the different sets of customers (river managers) in an automated manner. 

 

Table 7.1 Selected variables by means of the Goldberg genetic algorithm with ANNs 
as an evaluation function for 10 benthic macroinvertebrate taxa in river 
sediments in Flanders (1996-1998). (based on D’heygere et al., 2004) 
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Day * * * * * * * * *  

Width *   *  * *    

Depth * * * * * * * * * * 

Flowvelocity * * * * * * * * * * 

Clay  *    *  *   

Loam * *    *  *   

Sand * *   * * * *   

Temperature  * * * * *  * *  

pH * *  * *      

DO (%sat) * * * * * * * * * * 

Conductivity  * * * *   * * * 

TOXT * * * * * * *  * * 

TOXR   *  * *  *   

OM           

KjeldahlN *  *  * *  *  * 

TotalP           

 
 

7.5.5 Linking ecological models to climate, land-use, discharges, 
river water quality and other physical models 

 
Recently, several practical concepts and software systems were developed related to 

environmental decision support, e.g. Rizolli and Young (1997); Paggio et al. (1999); Reed et 

al. (1999); Young et al. (2000); Argent and Grayson (2001); Booty et al. (2001); Lam and 

Swayne (2001); Argent (2004); Lam et al. (2004); Voinov et al. (2004); Poch et al. (in press). 

Ceccaroni et al. (in press) stress the importance of ontologies in this context for sharing and 

reusing knowledge, by careful consideration of the general and specific application areas of 
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the applied models, to avoid a wrong extrapolation or coupling of existing knowledge or 

models. In particular when also knowledge from laboratory tests is to be included in the 

models, e.g. eco-toxicological relations as in Babut et al. (2003), the in-field relevancy needs 

to be checked. 

 

From a technical point of view, one can opt to build a new model for each application or to 

utilize existing models where possible. The first approach has the benefit of control in the 

models design and linkage, but requires longer development time. The second approach saves 

on the development time, but requires additional work to link up existing models (Lam et al., 

2004). However, when a lot of models are already available, it is probably the best option. 

The use of the linked models can also be a good start to gain the required knowledge in what 

processes are of major importance for the different simulations and which can be neglected. 

Thus model integration by the use of simplified and inter-tuned models can probably be a 

feasible option as well.  

 

A major issue in this context is the selection of the most convenient inference technique, 

hereby considering a realistic process description, relevant outputs for the users and a low 

simulation time. More and more attention is herein paid to the link with the desired 

management information, in particular when also for this purpose data mining and modelling 

approaches (e.g. Chun and Kim, 2004) are used on that level of decision-making. The 

delivery of relevant data in a useful format is of major importance for the successful coupling 

of the model simulations with economic methods to value ecosystems and also requires an 

altered data collection approach for river management in Flanders. 

 

7.5.6 Linking ecological models to socio-economical models and 
stakeholder information needs 

 
Within the policy area of water management economic valuation can play an important role to 

analyse the costs and benefits for river restoration options. The use of models and DSS that 

allow a better allocation of the contribution of all stakeholders to the deterioration of the water 

system (water quality problems, floodings, ecosystem destruction, etc.) is an important step 

forward for river management (e.g. Denzer et al., 2000). These instruments can deliver the 

data needed for an integrated economic valuation of the water system and can help to obtain a 

more sustainable use of one of the most critical natural resources for mankind. 
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Goethals et al. (2003, 2004) presented in this context a concept to link the outcome of 

ecological models with economic valuation methods. The WAter ECOlogy Decision Support 

System (WAECO-DSS) (Figure 7.5) combines the computational strength and 

complementarities of different types of habitat suitability models. This can enable the user to 

perform reliable simulations at different spatial and temporal scales. Decision trees extract 

simple rules from large quantities of data, while ANNs are able to establish patterns and 

characteristics in situations where rules are not known. Fuzzy logic on the other hand allows 

to process unreliability and inaccuracy of data and to incorporate external expert knowledge 

(Adriaenssens, 2004), what is in particular useful to predict rare species, because the 

development of data driven models is not possible under data-poor conditions. To know 

when, how and in what sequences to use the models and data to solve specific problems is an 

essential part of the WAECO-DSS. This involves knowledge on how to perform spatial 

modelling and how to use a set of tools in combination for particular analytical purposes. 

 

However, one has to be aware of several pitfalls and limitations when coupling DSS and 

ecological valuation methods for cost-benefit analyses in water management. The level of 

decision-making (regional or river basin) might strongly influence the economic value 

attached to human interventions in water systems. Clearly, at the more general and regional 

level only a limited overview of the effects on the ecological quality might be identified. The 

use of a DSS, which explicitly maps the effects for the whole water system, prevents the 

calculation of only a limited part of the total economic value of the human intervention. The 

use of the WAECO-DSS for the management of Zwalm and whole Scheldt for instance, might 

prevent sub-optimal decision making in the area of water management. A second important 

element has to do with selecting a representative set of stakeholders and their knowledge on 

aquatic ecosystems. During the cost-benefit analysis, only part of the set of stakeholders who 

are confronted with the changes due to the planned interventions might be involved in the 

valuation process (Hanley et al., 2003). The type of stakeholder that is involved and his 

relation with ecological water system quality and his relative contribution to the valuation 

results can generate drastic differences in the outcome, e.g. Alessa et al. (2003); Knowler et 

al. (2003). Fishermen will prefer a moderate (e.g. much white fish and big carps in a nutrient 

rich system) over a good river ecosystem quality (when expressed as an ecological fish 

index), because an improved quality would entail relocation costs to find another carp-

abundant system. Consequently, the value they attach to further improve the river quality is 
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negative. This also will be the case for farmers. Households that depend on the river for their 

drinking water supply will prefer the good quality, because this implies less investment in 

water purification systems. 
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calculate the outcome of potential management options, but can as well be interesting for 

stakeholders to gain insights in the river processes. However, one has to be aware that 

improving the information flow towards stakeholders could as well have an opposite effect. 

Most probably several river system users will be disappointed about what they have to 

sacrifice for particular ‘benefits’ of other stakeholders, and this can perhaps also just start new 

vivid discussions on the particular values. In particular when introducing such systems, (new) 

problems might at first arise rather than just get solved and one has to be aware of a period in 

which stakeholders need to get familiar with an extended view on the water system processes 

and an integrated management approach.  

 

However, although the combined use of DSS and valuation techniques has certain limitations, 

in general one can conclude that there are also many advantages in comparison with the 

contemporary approach making merely use of ecological indices. In this manner, the use of 

DSS and economic methods to value ecosystems in cost-benefit analyses for water 

management can be seen as a best available technology to obtain a sustainable restoration of 

rivers. 

 

7.6 General conclusions 
 
This research dealt with the use of ecological modelling in water management. Data were 

collected in the field and two datadriven model development techniques, classification trees 

and artificial neural networks were compared. This PhD research illustrated that data driven 

ecological models can be interesting tools to get insights in the relations between river 

characteristics and the inhabiting biology. By getting more insight in the habitat preferences 

of different taxa, one can allocate indicator taxa for particular types of river deterioration 

(cause detection such as oil spills, diffuse pollution, etc.) and improve the development and 

optimization of ecological indices for the assessment of river quality. The models can be 

useful to make simulations of the potential ecological effects of river restoration options (as 

well as the effects of river deterioration) and can as such support the decision making process 

that river managers are daily facing. As such, they can mean one of the first steps to come to 

more integrated cost-benefit analyses in water management by providing the necessary 

insights in the expected effects of changing uses of rivers. In addition, the models can reduce 
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the monitoring costs, as they can show the sites or type of streams where the highest 

uncertainty is present and where in particular new data should be collected.  

 

However, up to now, still several difficulties have to be solved. These problems are related to 

data collection requirements, the optimisation of models and needs for new/other approaches 

and the communication with river managers to stimulate the practical application of water 

system models. 

 

The need for better databases (more reliable and standardized data collection, inclusion of 

essential variables (e.g. several micropollutants, but also variables important to predict bio-

availability of toxicants)) was one of the major problems that was encountered during this 

study. In this respect, the script illustrated that several variables are missing in the routine 

environmental monitoring networks and that the monitoring site selection could be drastically 

improved. For this purpose, a new modelling network (in the Zwalm river basin) had to be 

constructed to develop reliable and useful predictive habitat suitability models for 

macroinvertebrates. However, also this monitoring network could benefit from the inclusion 

of new variables to explain the presence/absence and abundance of the macroinvertebrates 

and for several vulnerable and rare taxa, the sites were too scarce to develop reliable models. 

 

Therefore, several types of models will be necessary to cover all taxa. The data driven 

techniques used in this study are in particular interesting when a lot of data of good quality are 

available. Probably the size of the monitoring network needs to be increased to ensure that the 

derived models also work with more input variables. Therefore, it does not make sense to 

monitor a lot of variables, when there are not enough instances collected. For rare species, it is 

most likely that other modelling techniques such as fuzzy logic and Bayesian belief networks 

will be more convenient (because of the very limited instances where the species are present). 

However, also for this type of models the availability of proper and reliable expert knowledge 

is of crucial importance, as well as at least a good validation set. Also the inclusion of 

migration behaviour as well as competition and other types of interactions between the taxa 

needs to be incorporated in the predictive models in the future. Probably, also dynamic 

models can be established in this respect, having a much better performance, because all kind 

of feedbacks which are now neglected in the habitat suitability can be considered in that type 

of models. As such, (dynamic) interactions between species (e.g. predation, competition) and 
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between the species and their environment (e.g. nutrient availability, growth in function of 

temperature and other climatic conditions) might be taken into account in a more convenient 

manner. Nevertheless, the amount of knowledge and data needed to develop, train and 

validate this type of models is probably a major difficulty for their successful application, at 

least in the near future. For this, also coupling with other models will be necessary and many 

water quantity and quality models are also still facing serious uncertainties up to now 

(perhaps just because the biological component is missing… e.g. biological components 

might have serious effects on degradation processes or use of nutrients). This integration of 

models to whole water systems will therefore be one of the key challenges in the future of 

water management. 

Discussions with river managers (e.g. what do they want?) are as well of crucial importance. 

Often they are not interested in models that describe water systems in a very reliable and 

detailed manner. Instead of this, functionality and user-convenience are often much more 

important. The inclusion of a visual interface and embedding in a decision-support system 

that can automate the answers to optimisation problems typical for water management might 

in this context not be forgotten. In this respect it is also important to mention that model 

development should be more based on management questions that need to be solved. Based 

on the set of questions that can be solved with models, the type of models needs to be 

selected. From that point, the data collection to develop, train and validate such models has to 

be steered. Up to now, the process is most often the opposite: data collectors present their data 

to model developers, who develop often not very well working models that can solve 

problems that no river manager is interested in… therefore, the decision support task was 

always kept in mind during the model development and data collection phase, to ascertain the 

ability that at least some river management problems can be tackled by means of the 

presented models. 
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The European Water Framework Directive (WFD) 2000/60/EC aims at a good ecological 

status for all water bodies in the member states of the European Community by 2015. A 

major part of these water bodies can be classified as running waters or rivers. According 

to the WFD, rivers are to be assessed by comparing the actual status to a reference status. 

To this end, reference communities must be described that represent a good ecological 

status. Additionally, for the development of a representative set of metrics for ecological 

river assessment, one needs to gain insight in the relation between the aquatic 

communities and the human activities affecting these water systems. Insights in these 

relations will also be valuable for detection of causes of particular river conditions 

(environmental impact assessment) as well as for decision-making in river restoration and 

protection management to meet and sustain the requirements set by the WFD. 

 

Until now, ecological models have rarely been used to support river management and 

water policy. Models have however several interesting applications in this context. First 

of all, through these models a better interpretation of the river status can be possible, the 

causes of the status of a river can be detected and assessment methods can be optimised. 

Secondly, these models can allow for calculating the effect of future river restoration 

actions on aquatic ecosystems and supporting the selection of the most sustainable 

options. Thirdly, these models can help to find the major gaps in our knowledge of river 

systems and help to set-up cost effective monitoring programmes. 

 

The present thesis aimed at determining the appropriate variables and ecosystem 

processes by using classification trees as well as artificial neural networks to predict 

biological communities present in rivers. The research focused on macroinvertebrates in 

brooks and small rivers in Flanders (Belgium). The applied modelling techniques in this 

research are all data driven approaches. In this manner, an a priori and often biased 

knowledge of ecological experts has not been used during the model development 

process. However, when discussing the results, the outcome of the data driven models has 

been compared to expert rules from literature. This approach allows for deriving rules 

that contribute to a better understanding of river ecosystems and support of their 

management.  
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The developed models have been applied to support decision-making in water 

management. In this way, a crucial validation step, often lacking in many model 

development and assessment studies has been made and this can probably also help to 

pursue river managers of the added value of such ecological models. These models can in 

this manner support the appropriate selection of sustainable management options and 

help to convince stakeholders to make the necessary investments and/or activity changes 

as desired by society. 
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De Europese Kaderrichtlijn Water (KRW) 2000/60/EC stelt voor alle lidstaten van de 

Europese Unie een goede ecologische status van alle waterlichamen tegen 2015 voorop. 

Het overgrote deel van deze waterlichamen kan als stromende wateren of rivieren aanzien 

worden. Volgens de KRW moet de waterkwaliteit van de rivieren beoordeeld worden 

door de actuele condities te vergelijken met de referentiecondities. Daarom moeten eerst 

referentiecondities, die een goede ecologische status voorstellen, beschreven worden. 

Bijkomend moet de relatie tussen aquatische gemeenschappen en de menselijke 

activiteiten die deze watersystemen aantasten beter begrepen worden om zo een 

representatieve set van indices voor ecologisch rivierbeoordeling te kunnen ontwikkelen. 

Kennis over deze relaties kan eveneens nuttig zijn bij zowel het opsporen van oorzaken 

van bepaalde riviercondities (milieueffectrapportering) als bij beslissingsondersteuning 

inzake rivierherstel en beheer om zo aan de eisen van de KRW te voldoen. 

 

Tot nu toe werden ecologische modellen zelden gebruikt bij de ondersteuning van  

rivierbeheer en waterbeleid. Modellen kennen in deze context nochtans verscheidene 

interessante toepassingen. Ten eerste kunnen deze modellen bijdragen tot een betere 

interpretatie van de huidige riviercondities, de oorzaken van bepaalde riviercondities 

kunnen achterhaald worden en beoordelingsmethoden kunnen geoptimaliseerd worden. 

Ten tweede kunnen deze modellen het effect van toekomstige rivierherstelmaatregelen op 

aquatische ecosystemen doorrekenen en de selectie van de beste herstelopties 

ondersteunen. Ten derde kunnen deze modellen de belangrijkste hiaten in onze kennis 

over riviersystemen helpen opvullen en helpen bij het opzetten van kostefficiënte 

monitoringsprogramma’s. 

 

Deze thesis beoogt het bepalen van geschikte variabelen en ecosysteemprocessen door 

beslissingsbomen en artificiële neurale netwerken toe te passen bij het voorspellen van 

biologische gemeenschappen in rivieren. Het onderzoek richt zich vooral op macro-

invertebraten in beken en smalle rivieren in Vlaanderen (België). De gebruikte 

modelleringstechnieken tijdens dit onderzoek zijn allen gegevensgebaseerd. Op deze 

manier werd tijdens het ontwikkelen van de modellen geen gebruik gemaakt van a priori 

en vaak vooringenomen kennis van ecologische experts. Bij de discussie werden de 
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resultaten van de gegevensgebaseerde modellen echter wel vergeleken met expertregels 

uit de literatuur. Deze benadering laat toe om regels of te leiden die een beter inzicht 

geven in rivierecosystemen en de ondersteuning van hun beheer. 

 

De ontwikkelde modellen werden praktisch toegepast om zo beslissingen te ondersteunen 

in het waterbeheer. Op deze manier werd een cruciale validatie toegevoegd, die bij het 

ontwikkelen van modellen en beoordelingsstudies vaak ontbreekt. Dit kan een 

belangrijke toegevoegde waarde betekenen voor rivierbeheerders. Deze modellen kunnen 

zo bijdragen tot het selecteren van geschikte beheersopties en kunnen helpen de 

beheerders te overtuigen de nodige investeringen en/of wijzigingen in activiteiten door te 

voeren zoals gewenst door de samenleving. 
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Belgium, 25-27 November 2002. 
 
De Pauw, N., Rousseau, D., Goethals, P. & Van Minh, P. Natural systems for wastewater 
treatment: training and research opportunities in Vietnam. Workshop on Lagoon Technologies 
in Southern Vietnam, Ho Chi Minh City, Vietnam, 4 December 2002. 
 
D'heygere, T., Goethals, P.L.M., Dedecker, A. & De Pauw, N. (2003). Development of a 
monitoring network to model the habitat suitability of macroinvertebrates in the Zwalm river 
basin (Flanders, Belgium). Integrative Modelling of Biophysical, Social and Economic 
Systems for Resource Management Solutions Conference (MODSIM 2003), Townsville, 
Australia, 14-17 July 2003. 
 
Gabriels, W., Goethals, P. & De Pauw, N. Development of a multimetric macrobenthos index 
for rivers for the implementation of the European Water Framework Directive in Flanders. 
Workshop of the Flemish Integrated Water Management Committee. Brussels, Belgium, 28 
November 2002. 
 
Dedecker, A., Goethals, P. & De Pauw, N. Use of Artificial Neural Network (ANN) models 
and Geographical Information Systems (GIS) to simulate the migration of Gammarus pulex in 
the Zwalm river basin (Belgium). Symposium for European Freshwater Sciences (SEFS3). 
Edinburgh, UK, 13-18 July 2003. 
 
Adriaenssens, V., Goethals, P., Charles, J. & De Pauw, N. Using knowledge and data in 
ecological modeling of freshwater biological communities. Symposium for European 
Freshwater Sciences (SEFS3). Edinburgh, UK, 13-18 July 2003. 
 
Goethals, P.L.M., Adriaenssens, V., Breine, J., Simoens, I., Van Liefferinghe, C., Ercken, D., 
Maes, J., De Pauw, N. & Belpaire, C. Developing an index of biotic integrity to assess fish 
communities of the Scheldt estuary in Flanders (Belgium). Estuaries on the edge conference, 
Seattle, USA, 14-18 September 2003. 
 
Gabriels, W., Goethals, P. & De Pauw, N. Development and evaluation of multimetric 
macrobenthos indices for rivers and lakes for the implementation of the European Water 
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Framework Directive in Flanders. SCALDIT Workshop of the Fresh Surface Waters 
Subgroup (P09). Brussels, Belgium,  19 December 2003. 
 
 
3.3 Poster presentations 
 
Goethals, P.L.M. & Verstraete, W. Bioavailability of organic pollutants in soil. Presented at: 
- Third PhD Symposium FLTBW, Ghent University. Gent, Belgium, 1997. 
 
Bols, J., Goethals, P.L.M., Meirlaen, J., van Griensven, A., Vandenberghe, V., Van Vooren, 
L., De Pauw, N., Vanrolleghem, P. & Bauwens, W. Automated measurement stations for river 
water quality monitoring. Presented at: 
- Thirteenth Forum for Applied Biotechnology. Gent, Belgium, 22-23 September 1999. 
 
Rousseau, D., Goethals, P., Meirlaen, J., Verboven, J., Vanrolleghem, P. & De Pauw, N. 
Monitoring and modelling of free-water-surface constructed wetlands. Presented at: 
- Thirteenth Forum for Applied Biotechnology. Gent, Belgium, 22-23 September 1999. 
 
van Griensven, A., Vandenberghe, V., Bols, J., De Pauw, N., Goethals, P., Meirlaen, J., 
Vanrolleghem, P.A., Van Vooren, L. & Bauwens, W. Experience and organisation of 
automated measuring stations for river water quality monitoring. Presented at: 
- First World Congress of the International Water Association. Paris, France, 3-7 July 2000. 
- B-IWA Happy Hour. Brussels, Belgium, 21 May 2001. 
Gabriels, W., Goethals, P.L.M., Heylen, S., De Cooman, W. & De Pauw, N. Modelling 
benthic macro-invertebrate communities in Flanders using artificial neural networks. 
Presented at: 
- Sixth PhD Symposium FLTBW, Ghent University. Gent, Belgium, 2000. 
- International Symposium System Analysis and Computing in Water Quality Management 
(Watermatex 2000). Ghent, Belgium, 18-20 September 2000.  
- XXVIII SIL Congress. Melbourne, Australia, 4-10 February 2001. 
- NecoV Wintermeeting. Antwerp, Belgium, 12-13 December 2001. 
 
Adriaenssens, V., Goethals, P. & De Pauw, N. Development of an integrated system for 
ecological river quality assessment. Presented at: 
- Sixth PhD Symposium FLTBW, Ghent University. Gent, Belgium, 2000. 
 
Adriaenssens, V., Goethals, P.L.M., Breine, J.J., Maes, J., Simoens, I., Ercken, D., Belpaire, 
C., Ollevier, F. & De Pauw, N. Development of an Index of Biotic Integrity for Estuaries in 
Flanders based on fish communities. Presented at: 
- NecoV Wintermeeting. Wageningen, The Netherlands,13-14 December 2000.  
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
- The Aquatic Biodiversity Symposium, Beveren, Belgium, 11-13 August 2003. 
- Biomonitoring of the Environment. Gent, Belgium, 3 December 2003. 
 
Breine, J.J., Simoens, I., Belpaire, C., D'heere, E., Triest, L., Goethals, P., Gabriels, W., 
Adriaenssens, V. & De Pauw, N. Comparison of bio-indicators for the ecological evaluation 
of valuable upstream brook trajects in the Scheldt catchment. Presented at: 
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
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Dedecker, A., Goethals, P., Gabriels, W. & De Pauw, N. Prediction of macro-invertebrate 
communities in the Zwalm catchment with the use of artificial neural networks. Presented at: 
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
- Second Symposium for European Freshwater Sciences (SEFS2). Toulouse, France, 8-12 
July 2001. 
 
Goethals, P., D'heygere, T., van Griensven, A., Vanrolleghem, P., Bauwens, W. & De Pauw, 
N. On-line water quality monitoring with automated measurement stations on the river 
Dender. Presented at: 
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
- Second Symposium for European Freshwater Sciences (SEFS2). Toulouse, France, 8-12 
July 2001. 
- Biomonitoring of the Environment. Gent, Belgium, 3 December 2003. 
 
Goethals, P. & De Pauw, N. Development of an integrated system for the ecological 
management of the Zwalm catchment. Presented at: 
- B-IWA Happy Hour. Brussels, Belgium, 19 February 2001. 
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
- Second Symposium for European Freshwater Sciences (SEFS2). Toulouse, France, 8-12 
July 2001. 
 
Raes, N., Goethals, P., Adriaenssens, V., De Baets, B. & De Pauw, N. Prediction of 
macroinvertebrate communities in the Zwalm catchment based on fuzzy logic. Presented at: 
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
- Second Symposium for European Freshwater Sciences (SEFS2). Toulouse, France, 8-12 
July 2001. 
 
Simoens, I., Van Liefferinge, C., Breine, J.J., Goethals, P., Ercken, D., Verhaegen, G., De 
Pauw, N., Ollevier, F., Meire, P. & Belpaire, C. Seasonal variations in the fish populations of 
some watercourses in the Scheldt catchment. Presented at: 
- Workshop on ecological research in the Scheldt catchment. Brussels, Belgium, 29-30 March 
2001. 
 
Gabriels, W., Goethals, P. & De Pauw, N. Self Organising Maps for analysing and classifying 
benthic macroinvertebrate communities in Flanders. Presented at: 
- Second Symposium for European Freshwater Sciences (SEFS2). Toulouse, France, 8-12 
July 2001. 
 
D'heygere, T., Goethals, P., van Griensven, A., Vandenberghe, V., Bauwens, W., 
Vanrolleghem, P. & De Pauw, N. Optimisation of the discrete conductivity and dissolved 
oxygen monitoring using continuous data series obtained with automated measurement 
stations. Presented at: 
- Fifteenth Forum Applied Biotechnology. 24-25 September 2001. 
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Adriaenssens, V., Goethals, P. & De Pauw, N. Development of a fuzzy expert system for the 
prediction of macroinvertebrate taxa. Presented at: 
- Seventh PhD Symposium FLTBW. Ghent, Belgium, 2001. 
 
Dedecker, A., Goethals, P., Gabriels, W. & De Pauw, N. River management applications of 
ecosystem models predicting aquatic macroinvertebrate communities based on artificial 
neural networks (ANNs). Presented at: 
- Seventh PhD Symposium FLTBW. Ghent, Belgium, 2001. 
 
D'heygere, T., Goethals, P. & De Pauw, N. Application of genetic algorithms for input 
variables selection of decision tree models predicting mollusca in unnavigable Flemish 
watercourses. Presented at: 
- Seventh PhD Symposium FLTBW. Ghent, Belgium, 2001. 
 
Goethals, P., Gasparyan, K. & De Pauw, N. River restoration simulations by ecosystem 
models predicting aquatic macroinvertebrate communities based on J48 classification trees. 
Presented at: 
- Seventh PhD Symposium FLTBW. Ghent, Belgium, 2001. 
 
Raes, N., Goethals, P., Adriaenssens, V. & De Pauw, N. Predicting Gammaridae (Crustaceae, 
Isopoda) in the Zwalm river basin (Flanders, Belgium) by means of fuzzy logic models. 
Presented at: 
- Seventh PhD Symposium FLTBW. Ghent, Belgium, 2001. 
 
Adriaenssens, V., Goethals, P. & De Pauw, N. Development of a fuzzy expert system for the 
prediction of macroinvertebrate taxa. Presented at: 
- NecoV Wintermeeting. Antwerp, Belgium, 12-13 December 2001. 
 
Dedecker, A., Goethals, P., Gabriels, W. & De Pauw, N. (2001). Development and 
application of river ecosystem models based on Artificial Neural Networks (ANNs). 
Presented at: 
- NecoV Wintermeeting. Antwerp, Belgium, 12-13 December 2001. 
 
D'heygere, T., Goethals, P., van Griensven, A., Vandenberghe, V., Bauwens, W., 
Vanrolleghem, P. & De Pauw, N. (2001). Optimization of the discrete monitoring of 
conductivity and dissolved oxygen by means of continuous measurement series obtained with 
automated measurement stations. Presented at: 
- NecoV Wintermeeting. Antwerp, Belgium, 12-13 December 2001. 
 
Dakou, E., D’heygere, T., Goethals, P., De Pauw, N. & Lazaridou-Dimitriadou, M. 
Comparison of the performance of decision tree and ANN-models predicting benthic 
macroinvertebrates in the Axios River (Greece). Presented at: 
- Ecological informatics applications in water management conference, Gent, Belgium, 6-7 
November 2002. 
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D’heygere, T., Adriaenssens, V., Dedecker, A., Gabriels, W., Goethals, P. & De Pauw, N. 
Development of a Decision Support System for integrated water management in the Zwalm 
river basin, Belgium. Presented at: 
- B-IWA Happy Hour. Brussels, Belgium, 10 June 2002. 
- Eighth PhD Symposium FLTBW. Ghent, Belgium, 2002. 
- Ecological informatics applications in water management conference, Gent, Belgium, 6-7 
November 2002. 
- Third Conference of the International Society for Ecological Informatics, Rome, Italy, 26-30 
August 2002. 
- Biomonitoring of the Environment. Gent, Belgium, 3 December 2003. 
 
Gabriels, W., Adriaenssens, V., Goethals, P.L.M. & De Pauw, N. Monitoring of 
macroinvertebrate communities for the ecological evaluation of valuable upstream brooks in 
Flanders, Belgium. Presented at: 
- Eighth PhD Symposium FLTBW. Ghent, Belgium, 2002. 
 
Adriaenssens, V., D’heygere, T., Dedecker, A., Goethals, P.L.M. & De Pauw, N. (2002). 
Relations between structural characteristics and macroinvertebrate communities in the Zwalm 
river basin at different spatial scales. Presented at: 
- Eighth PhD Symposium FLTBW. Ghent, Belgium, 2002. 
- Symposium on biological evaluation and monitoring of the quality of surface waters 
(SCOPE), Brussels, Belgium, 10 October 2002. 
 
Adriaenssens, V., Simons, F., Goethals, P.L.M., Goddeeris, B. & De Pauw, N. Ecological 
analysis of the Chironomid communities in the Zwalm river basin. Presented at: 
- Symposium on biological evaluation and monitoring of the quality of surface waters 
(SCOPE), Brussels, Belgium, 10 October 2002. 
 
Dedecker, A., Goethals, P. & De Pauw, N. Use of Artificial Neural Network (ANN) models 
and Geographical Information Systems (GIS) to simulate the migration of Gammarus pulex in 
the Zwalm river basin (Flanders, Belgium). Presented at: 
- Eighth PhD Symposium FLTBW. Ghent, Belgium, 2002. 
- Ecological informatics applications in water management conference, Gent, Belgium, 6-7 
November 2002. 
 
Gabriels, W., Goethals, P. & De Pauw, N. Implications of taxonomic identification levels on 
the Belgian Biotic Index assessment method. Presented at: 
- The Aquatic Biodiversity Symposium, Beveren, Belgium, 11-13 August 2003. 
  
Charles, J., Goethals, P.L.M., Adriaenssens, V. & De Pauw, N. (2003). Bayesian belief 
networks for the prediction of macroinvertebrate taxa in the Zwalm river basin. Presented at: 
- Ninth PhD Symposium FLTBW. Leuven, Belgium, 2003. 
 
Gabriels, W., Goethals, P., Adriaenssens, V., Heylen, S. & De Pauw, N. Development of an 
assessment system for aquatic macroinvertebrates in Flanders  
according to the European Water Framework Directive. Presented at: 
- Biomonitoring of the Environment. Gent, Belgium, 3 December 2003. 
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Mouton, A., Depestele, J., D’heygere, T., Goethals, P. & De Pauw, N. Development of 
ecosystem models to predict the effects of river restoration projects at different spatial scales. 
Presented at: 
- B-IWA Happy Hour. , Belgium, 27 October 2003. 
- Biomonitoring of the Environment. Gent, Belgium, 3 December 2003. 
- NecoV Wintermeeting. Gent, Belgium, 14-15 January 2004. 
 
Depestele, J., Mouton, A., D’heygere, T., Goethals, P. & De Pauw, N. Development of 
Predictive Models for the Management of Fish Communities in the Zwalm River Basin, 
Belgium. Presented at: 
- B-IWA Happy Hour. Brussels, Belgium, 22 March 2004. 
 
Goethals, P., Dedecker, A, D’heygere, T., Adriaenssens, V., Gabriels, W., Depestele, J., 
Mouton, A., Dominguez, L., Zarkami, R., Ambelu, A. & De Pauw, N. Ecotechnological 
solutions for river management. Presented at: 
- B-IWA Happy Hour. Brussels, Belgium, 7 June 2004. 
 
 
3.4 Organization of scientific meetings and conferences 
 
Workshop: 'Ecological assessment of surface waters in The Netherlands and Flanders', 8 
October 1998. Dutch Aquatic Ecology Society, Antwerp, Belgium. Organizers: De Pauw, N. 
& Goethals, P. 
 
Workshop: 'Natural systems for treatment of (waste)water in The Netherlands and Flanders', 
21 October 1999. Dutch-Flemish Ecology Society, Antwerp, Belgium. Organizers: De Pauw, 
N. & Goethals, P. 
 
Ecological informatics applications in water management conference, 6-7 November 2002. 
Dutch-Flemish Ecology Society (NecoV), Ghent, Belgium. Organizers: Goethals, P. & De 
Pauw, N. 
 
Scaling Subgroup Meeting. European Aquatic Modelling Network COST626. 11-14 
December 2002. Ghent, Belgium. Organizers: Goethals, P., Duel, H., Dunbar, M., Harby, A. 
& De Pauw, N. 
 
Fifth International Symposium on Ecohydraulics: ‘Restoration of aquatic habitats’. 12-17 
September 2004. Madrid, Spain. Chairman of the session B: Environmental Flows for Fluvial 
Maintenance and Conservation. 
 
Tenth PhD Symposium FLTBW. Gent, Belgium, 29 September 2004. Member of the 
organizing committee; chairman of the session: Environmental Science and Technology. 
 
Workshop: ‘Typologies and Reference Conditions in the Rhine, Meuse and Schelde Basins’, 
30 November 2004, Luxembourg. Moderator of the round table discussion on ‘Typologies for 
the European Water Framework Directive’.  
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3.5 Startup and supervision of PhD studies 
 
Adriaenssens Veronique (2000-2004): Knowledge-based macroinvertebrate habitat suitability 
models for use in ecological river management. 
 
Van Minh Phan (since 1999): Wastewater-fed aquaculture in the South of Vietnam. 
 
Gabriels Wim (since 2000): Analysis, modelling and assessment of macroinvertebrates in 
Flemish surface waters. 
 
D’heygere Tom (since 2001): Application of evolutionary algorithms for the optimisation of 
predictive ecological models based on decision trees and neural networks. 
 
Dedecker Andy (since 2001): Development of neural network models to predict 
macroinvertebrate communities for application in water management. 
 
Zarkami Rahmat (since 2003): Monitoring, modeling, assessment and management of pike 
(Esox Lucius). 
 
Dominguez Luis Elvin (since 2004): Development of monitoring and assessment methods 
based on macroinvertebrates to support decision making in river management in Ecuador. 
 
Mouton Ans (since 2004): Linking and integrating ecological models in decision support 
systems for biological community management in rivers. 
 
 
4 Teaching and educational activities 
 
4.1 Practical exercises and other academic training at the Ghent 

University 
 
1996-1997: Microbial Processes and Technologies for Environmental Sanitation (Prof. Dr. ir. 
W. Verstraete): practical exercises for Bio-engineers (Option Environmental Technology). 
(15h) 
 
1997-1998: Microbial Ecological Processes (Prof. Dr. ir. W. Verstraete): practical exercises 
for Bio-engineers (Option Land and Forest Management) and Civil Engineers (selected as 
optional course). (15h) 
 
1997-1998/1998-1999/1999-2000: Algoculture (Prof. Dr. N. De Pauw): practical exercises for 
MSc. Aquaculture. (15h) 
 
1997-1998/1998-1999/1999-2000: Biological Monitoring and Water Quality Assessment 
(Prof. Dr. N. De Pauw): practical exercises for MSc. Environmental Sanitation. (15h) 
 
1997-1998/1998-1999/1999-2000: Biological Monitoring and Water Quality Assessment 
(Prof. Dr. N. De Pauw): practical exercises for Bio-engineers (Option Environmental 
Technology). (15h) 
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1997-1998/1998-1999/1999-2000: Biological Monitoring and Water Quality Assessment 
(Prof. Dr. N. De Pauw): practical exercises for Master in Environmental Sanitation and 
Technology (GAS, Dutch program). (15h) 
 
1997-1998/1998-1999/1999-2000: Aquatic Ecology (Prof. Dr. N. De Pauw): practical 
exercises for Bio-engineers (Option Environmental Technology). (15h) 
 
1998-1999/1999-2000: Aquatic Ecology (Prof. Dr. N. De Pauw): practical exercises for MSc. 
Environmental Sanitation and MSc. Aquaculture. (15h) 
 
2000-2001/2001-2002/2002-2003/2003-2004: Scientific information retrieval on the internet. 
Hands-on training for MSc. Environmental Sanitation. (3h) 
 
2003-2004: Project for Bio-engineers (Option Environmental Technology). (one project of 
four students). 
 
 
4.2 International training courses 
 
Biological monitoring and assessment of rivers. 5-9 November 1999, Klitorea, Greece 
(BISEL-project). Co-ordination of the field training, laboratory analyses and data 
interpretation (20h). Program organizers: Lic. D. Vanderveken, Lic. W. Aerts and Prof. Dr. N. 
De Pauw. (40h) 
 
Biological monitoring and assessment of rivers. 11-13 April 2000, Gent, Belgium (BISEL-
project). Co-ordination of the field training, laboratory analyses and data interpretation (20h). 
Program organizers: Prof. Dr. N. De Pauw and ir. P. Goethals. (30h) 
 
Sustainable Water Management, 3-10 October 2001, Ho Chi Minh City, Vietnam (BTC-
project). Co-ordination of field excursions (6h), courses on ‘Advanced and industrial 
wastewater treatment’ (2h) and ‘Integrated water management’ (2h). Program organizers: 
Prof. Dr. N. De Pauw, ir. P. Goethals and ir. J. Van Lint. (28h) 
 
Biological monitoring and assessment, 29 July – 6 August 2003, Guayaquil, Ecuador (VLIR-
project). Courses on ‘Ecological Informatics’ (6h) and co-ordination of the field training, 
laboratory analyses and data interpretation (20h). Program organizers: Prof. Dr. N. De Pauw 
and ir. P. Goethals. (40h) 
 
Advances in Wastewater treatment, 18-19 May 2004, Zagreb, Croatia (EU-Tempus-project). 
Courses on ‘Natural systems for wastewater treatment’ (1h), ‘The European Water 
Framework Directive and integrated water management’ (1h), ‘Ecological Informatics 
applications in water management’ (1h) and ‘Industrial wastewater treatment’ (1.5h). Program 
organizers: Dr. S. Novak and Prof. Dr. W. Verstraete. (9h) 
 
Advances in Wastewater treatment, 25 June 2005, Skopje, Macedonia (EU-Tempus-project). 
Courses on ‘Natural systems for wastewater treatment’ (1h), ‘The European Water 
Framework Directive and integrated water management’ (0.5h). Program organizer: Prof. Dr. 
O. Cukaliev. (6h) 
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Up to date Water Treatment and Reuse, 23-27 August 2004, Gent, Belgium (VLIR-project): 
course on ‘Decision support systems for water management’ (0.75h). Program organizers: 
Prof. Dr. M. Van den Heede and Prof. Dr. ir. W. Verstraete. (40h) 
 
 
4.3 Supervision of scripts and stages 
 
Boucault Christophe (1996-1997). Stage. ‘Ecotoxicity of mineral oils and effects on plant 
production‘. Promotor: Prof. Dr. ir. W. Verstraete. Tutors: ir. P. Goethals & ir. A. De 
Sloovere. 
 
Bekaert Inge (1997-1998). Stage. ‘Kwantificering van metabolische activiteiten van algen‘. 
Hogeschool Gent, Gegradueerde in Chemie Optie Milieuzorg. Promotor: Prof. Dr. N. De 
Pauw. Tutors: ir. P. Goethals & ir. C. Vlerick. 102 p. + appendices. 
 
Bols Jan (1998-1999). Script. ‘On-line meetsystemen voor de opvolging van 
rivierwaterkwaliteit’. Universiteit Gent, Bio-ingenieur in de Milieutechnologie. Promotor: 
Prof. Dr. N. De Pauw. Co-promotor: Prof. Dr. ir. P. Vanrolleghem. Tutor: ir. P. Goethals. 134 
p. + appendices. 
 
Rousseau Diederik (1998-1999). Script. ‘Monitoring en modellering van vloeirietvelden’. 
Universiteit Gent, Bio-ingenieur in de Milieutechnologie. Promotor: Prof. Dr. N. De Pauw. 
Co-promotor: Prof. Dr. ir. P. Vanrolleghem. Tutors: ir. P. Goethals & ir. J. Meirlaen. 124 p. + 
appendices. 
 
Vandevelde Dieter (1998-1999). Script. ‘Modellering van percollatierietvelden’. Universiteit 
Gent, GAS Milieuwetenschappen en –technologieën. Promotor: Prof. Dr. N. De Pauw. Co-
promotor: ir. P. Goethals. 105 p. 
 
De Schauvre Els (1998-1999). Stage. ‘Monitoring en inventarisatie van aquatische 
ecosystemen in rivieren’. Hogeschool Gent, Gegradueerde in Chemie Optie Milieuzorg. 
Promotor: Prof. Dr. N. De Pauw. Tutors: ir. P. Goethals & ir. C. Vlerick. 72 p. + appendices. 
 
Campens Astrid (1998-1999). Stage. ‘Monitoring van rivierkwaliteit met on-line 
meetsystemen’. Hogeschool Gent, Gegradueerde in Chemie Optie Milieuzorg. Promotor: 
Prof. Dr. N. De Pauw. Tutors: ir. P. Goethals & ir. C. Vlerick. 131 p. + appendices. 
 
De Kuyper Ann (1998-1999). Stage. ‘Fysisch-chemische en biologische monitoring van zes 
vloeirietvelden te Wontergem’. Katholieke Hogeschool Sint-Lieven. Graduaat Chemie Optie 
Milieuzorg. Promotor: Prof. Dr. N. De Pauw. Tutors: ir. P. Goethals & G. Van der Maelen. 71 
p. + appendices. 
 
Gabriels Wim (1999-2000). Script. ‘Modelleren van macro-invertebratengemeenschappen in 
de Dender’. Universiteit Gent, Bio-ingenieur in de Milieutechnologie. Promotor: Prof. Dr. N. 
De Pauw. Co-promotor: ir. P. Goethals. 73 p. 
 
Luyckx Liesbeth (1999-2000). Script. ‘Ecosysteemmonitoring van de Dender’. Universiteit 
Gent, Bio-ingenieur in de Milieutechnologie. Promotor: Prof. Dr. N. De Pauw. Co-promotor: 
ir. P. Goethals. 91 p. + appendices. 
 



                                                                                                                                                  283
 

Wieme Ulrik (1999-2000). Script. ‘Optimalisatie van on-line meetstations voor de monitoring 
van oppervlaktewaterkwaliteit’. Universiteit Gent, Bio-ingenieur in de Milieutechnologie. 
Promotor: Prof. Dr. N. De Pauw. Co-promotor: Prof. Dr. ir. P. Vanrolleghem. Tutor: ir. P. 
Goethals. 138 p. + appendices. 
 
Adriaenssens Veronique (1999-2000). Script. ‘Ontwikkeling van een Visindex voor brakke 
wateren’. Universiteit Gent, GAS Milieuwetenschappen en –technologieën. Promotor: Prof. 
Dr. N. De Pauw. Co-promotor: ir. P. Goethals. 106 p. + appendices. 
 
Nguyen Ngoc Thi (1999-2000). Script. ‘Study of industrial wastewater discharges in the Binh 
Hung Hoa Canal (Ho Chi Minh City – Vietnam). Univertsiteit Gent, Master of Science in 
Environmental Sanitation. Promotor: Prof. Dr. N. De Pauw. Co-promotor: ir. P. Goethals. 81 
p. 
 
Vandergunst Iselinde (1999-2000). Stage. ‘Onderzoek van aquatische ecosystemen in het 
stroombekken van de Zwalm’. Katholieke Hogeschool Sint-Lieven. Graduaat Chemie Optie 
Milieuzorg. Promotor: Prof. Dr. N. De Pauw. Tutors: ir. P. Goethals & ir. M. Dujardin. 65 p. 
+ appendices. 
 
Huyghe Jeroen (1999-2000). Stage. ‘Ecosysteemverstoring van de waterlopen binnen het 
Zwalmbekken’. Hogeschool Gent, Gegradueerde in Chemie Optie Milieuzorg. Promotor: 
Prof. Dr. N. De Pauw. Tutors: ir. P. Goethals & ir. C. Vlerick. 98 p. + appendices. 
 
Raes Nico (2000-2001). Script. ‘Ecosysteemmodellering en –monitoring van het 
Zwalmbekken met behulp van vaaglogica’. Universiteit Gent, Bio-ingenieur in de 
Milieutechnologie. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. Tutor: Lic. V. 
Adriaenssens. 125 p. + appendices. 
 
Dedecker Andy (2000-2001). Script. ‘Ecosysteemmonitoring en –modellering van de Zwalm 
aan de hand van artificiële neurale netwerken’. Universiteit Gent, Bio-ingenieur in de 
Milieutechnologie. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. Tutor: ir. W. Gabriels. 
104 p. + appendices. 
 
D’heygere Tom (2000-2001). Script. ‘Ecosysteemmonitoring van de Dender tussen 
Geraardsbergen en Denderleeuw’. Universiteit Gent, Bio-ingenieur in de Milieutechnologie. 
Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. 117 p. + appendices. 
 
Hermans Peter (2000-2001). Script. ‘Hydrobiologisch onderzoek en beheersanalyse van 
Bergelenput’. Universiteit Gent, GAS Milieuwetenschappen en –technologieën. Promotor: 
Prof. Dr. N. De Pauw. Co-promotor: ir. P. Goethals. Tutor: ir. W. Gabriels. 65 p. + 
appendices. 
 
Hendrickx Jan (2000-2001). Stage. ‘Canal Tan Hoa-Lo Gom sanitation and urban upgrading 
project’. Universiteit Gent, Bio-ingenieur in de Milieutechnologie. Promotors: Prof. Dr. N. De 
Pauw & ir. P. Goethals. Tutor: Ing. Y. Dervaux. 29 p. + appendices. 
 
Michiels Ben (2000-2001). Script. ‘Ontwikkeling van Indexen voor Biotische Integriteit voor 
de beoordeling van visgemeenschappen in de vlagzalm-, forel- en brakwaterzone’. 
Universiteit Gent, Bio-ingenieur in de Milieutechnologie. Promotors: Prof. Dr. N. De Pauw & 
ir. P. Goethals. 90 p. + appendices. 
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Hendrickx Jan (2000-2001). Script. ‘Uitwerking van beheersalternatieven voor het ecologisch 
herstel van het Zwalm stroombekken’. Universiteit Gent, Bio-ingenieur in de 
Milieutechnologie. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. 113 p. + appendices. 
 
Verween Annick (2000-2001). Script. ‘Uitwerking van beheersalternatieven voor het herstel 
van de biologie van het Denderecosysteem’. Universiteit Gent, GAS Milieuwetenschappen en 
–technologieën. Promotor: Prof. Dr. N. De Pauw. Co-promotor: ir. P. Goethals. 85 p. + 
appendices. 
 
Billiaert Bruno (2000-2001). Script. ‘Uitwerken van beheersalternatieven voor het herstel van 
de fysisch-chemische en structurele verstoring van het Denderecosysteem’. Universiteit Gent, 
GAS Milieuwetenschappen en –technologieën. Promotor: Prof. Dr. N. De Pauw. Co-
promotor: ir. P. Goethals. 75 p. + appendices. 
 
De Clercq Katrien (2001-2002). Script. ‘Relaties tussen structurele eigenschappen en macro-
invertebratengemeenschappen in de waterlopen van het zwalmbekken’. Promotors: Prof. Dr. 
N. De Pauw & ir. P. Goethals. Tutor: Lic. V. Adriaenssens. 79 p. + appendices. 
 
Houzet Hannelore en Decraene Evelien (2001-2002). Script. ‘Voorspelling van de 
habitatpreferenties van macro-invertebraten in de Zwalm met behulp van inductief logisch 
programmeren’. Katholieke Universiteit Leuven, Licentiaat Informatica. Promotor: Prof. Dr. 
ir. M. Bruynooghe. Co-promotor: ir. P. Goethals. Tutor: Prof. Dr. ir. H. Blockeel. 160 p. + 
appendices. 
 
Abuaku Ebenezer (2001-2002). Script. ‘Groei van eendekroos op anaerobe digestor effluent’. 
Universiteit Gent & Vrije Universiteit Brussel, GGS Physical Land Resources. Promotors: 
Prof. Dr. ir. W. Verstraete & ir. P. Goethals. 46 p. 
 
Simons Frank (2001-2002). Script. ‘Ecologische analyse van Chironomidengemeenschappen 
in het Zwalmbekken’. Universiteit Gent, GAS Milieuwetenschappen en –technologieën. 
Promotor: Prof. Dr. N. De Pauw. Co-promotor: ir. P. Goethals. 113 p. + appendices. 
 
Dakou Eleni (2001-2002). Script. ‘Development of ecological models for prediction of 
macroinverterbrates in Greek rivers’. Universiteit Gent, Erasmus student van de Aristotle 
University of Thessaloniki. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. Tutors: ir. T. 
D’heygere & ir. W. Gabriels. 65 p. 
 
Charles Joke (2002-2003). Script. ‘Ontwikkeling van een modeldatabank voor de 
voorspelling van macro-invertebratengemeenschappen in de waterlopen van het 
zwalmbekken’. Universiteit Gent, Bio-ingenieur in de Milieutechnologie. Promotors: Prof. 
Dr. N. De Pauw & ir. P. Goethals. Tutor: Lic. V. Adriaenssens. 100 p. + appendices. 
 
Van Haverbeke Emmanuel (2002-2003). Script. ‘Uitwerking van herstelmaatregelen voor 
snoek (Esox Lucius) in rivieren’. Universiteit Gent, GAS Milieuwetenschappen en –
technologieën. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. Tutor: ir. T. D’heygere. 61 
p. + appendices. 
 
De Ridder Kathelijne (2002-2003). Script. ‘Indices voor de beoordeling 
macroinvertebratengemeenschappen van stromende wateren in Vlaanderen’. Universiteit 
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Gent, GAS Milieuwetenschappen en –technologieën. Promotors: Prof. Dr. N. De Pauw & ir. 
W. Gabriels. Tutor: ir. P. Goethals. 55 p. + appendices. 
 
Stuer Veerle (2002-2003). Script. ‘Indices voor de beoordeling 
macroinvertebratengemeenschappen van stilstaande wateren in Vlaanderen’. Universiteit 
Gent, GAS Milieuwetenschappen en –technologieën. Promotors: Prof. Dr. N. De Pauw & ir. 
P. Goethals. Tutor: ir. W. Gabriels. 41 p. + appendices. 
 
Vandromme Jan (2002-2003). Script. ‘Uitwerking van herstelmaatregelen voor snoek (Esox 
Lucius) in stilstaande wateren’. Universiteit Gent, GAS Milieuwetenschappen en –
technologieën. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. Tutor: ir. T. D’heygere. 74 
p. + appendices. 
 
Kakuli Viana (2002-2003). Script. ‘Assessment and sustainable management of water systems 
in Sudan’. Univertsiteit Gent, Master of Science in Environmental Sanitation. Promotors: 
Prof. Dr. N. De Pauw & ir. P. Goethals. 78 p. 
 
Goessens Xenia (2002-2003). Script. ‘Ecosysteemwaarderingstechnieken voor de evaluatie en 
selectie van beheersalternatieven inzake structuurherstel van de waterlopen in het 
Zwalmbekken’. Universiteit Gent, GAS Milieuwetenschappen en –technologieën. Promotors: 
Prof. Dr. J.J. Bouma & ir. P. Goethals. Tutor: ir. A. Dedecker & Lic. D. François. 76 p. + 
appendices. 
 
Verstraete Ann (2002-2003). Script. ‘Ecosysteemwaarderingstechnieken voor de evaluatie en 
selectie van beheersalternatieven inzake waterkwaliteitsherstel van de waterlopen in het 
Zwalmbekken’. Universiteit Gent, GAS Milieuwetenschappen en –technologieën. Promotors: 
Prof. Dr. J.J. Bouma & ir. P. Goethals. Tutor: ir. A. Dedecker & Lic. D. François. 79 p. 
 
Jacquemin Djordi (2002-2003). Script. ‘Ontwikkeling van indexen voor biotische integriteit 
voor de beoordeling van stilstaande wateren volgens de Kaderrichtlijn Water’. KULeuven, 
Licenciaat Biologie. Promotor: Prof. Dr. F. Ollevier. Tutor: ir. P. Goethals.  
 
Depestele Jochen (2003-2004).  Script. ‘Ontwikkeling van een beslissingsondersteunend 
systeem voor het beheer van visgemeenschappen in het Zwalmbekken’. Universiteit Gent, 
Bio-ingenieur Optie Land- en bosbeheer. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. 
Tutor: ir. T. D’heygere. 123 p. + appendices. 
 
Mouton Ans (2003-2004). Script. ‘Gebruik van predictieve modellen voor het uitwerken en 
selecteren van herstelplannen voor macro-invertebratengemeenschappen in het 
Zwalmbekken’. Universiteit Gent, Bio-ingenieur Optie Milieutechnologie. Promotors: Prof. 
Dr. N. De Pauw & ir. P. Goethals. Tutor: ir. T. D’heygere. 133 p. + appendices. 
 
Van De Walle An (2003-2004). Script. ‘Uitwerking en implementatie van een internationale 
methode voor het beoordelen van macro-invertebratengemeenschappen in Vlaanderen’. 
Universiteit Gent, Bio-ingenieur Optie Cel- en Genbiotechnologie. Promotors: Prof. Dr. N. 
De Pauw & ir. P. Goethals. Tutor: ir. A. Dedecker. 110 p. + appendices. 
 
Deltour Judith (2003-2004).  Script. ‘Uitwerken van herstelplannen voor de snoek in het 
Zwalmbekken‘. Universiteit Gent, Bio-ingenieur Optie Land- en bosbeheer. Promotors: Prof. 
Dr. N. De Pauw & ir. P. Goethals. Tutor: ir. T. D’heygere.  
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Van Melckebeke Koen (2003-2004). Script. ‘Ontwikkeling en gebruik van neurale 
netwerkmodellen en migratiemodellen voor het voorspellen van macro-
inverterbratengemeenschappen in het Zwalmbekken‘. Universiteit Gent, Bio-ingenieur Optie 
Milieutechnologie. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. Tutor: ir. A. 
Dedecker. 
 
Janssen Katrien (2003-2004). Stage. ‘Ecologische monitoring en beoordeling van rivieren’. 
Hogeschool Limburg. Promotor: Lic. B. Cornelis. Tutors: ir. A. Dedecker  & ir. P. Goethals. 
84 p. + appendices. 
 
Adjei Augustina (2003-2004). Script. ‘Development of the Pentad methodology for river 
monitoring and assessment in Ghana’. Univertsiteit Gent, Master of Science in Environmental 
Sanitation. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. 
 
Van Hees Stijn (2003-2004). Script. ‘Analyse en beheer van snoek in het Demerbekken’. 
Universiteit Gent, GAS Milieuwetenschappen en –technologieën. Promotors: Prof. Dr. N. De 
Pauw & ir. P. Goethals. Tutor: ir. T. D’heygere. 71 p. + appendices. 
 
Meert Carolien (2003-2004). Script. ‘Analyse en beheer van snoek in het Netebekken’. 
Universiteit Gent, GAS Milieuwetenschappen en –technologieën. Promotors: Prof. Dr. N. De 
Pauw & ir. P. Goethals. Tutor: ir. T. D’heygere. 72 p. + appendices. 
 
Van De Velde Benjamin (2003-2004). Script. ‘Uitwerking van een digitaal databanksysteem 
voor analyse en beheer van macro-invertebraten in oppervlaktewateren’. Universiteit Gent, 
GAS Milieuwetenschappen en –technologieën. Promotors: Prof. Dr. N. De Pauw & ir. P. 
Goethals. 58 p. + appendices. 
 
Milotic Tanja (2003-2004). Script. ‘Analyse van de recrutering van vispopulaties voor de 
optimalisatie van Visindexen voor stromende wateren’. Universiteit Gent, GAS 
Milieuwetenschappen en –technologieën. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. 
115 p. 
 
Janssen Katrien (2003-2004). Project (stage). ‘Onzekerheidsanalyse bij de ecologische 
monitoring van rivieren’. Hogeschool Limburg. Promotor: Lic. B. Cornelis.Tutors: ir. A. 
Dedecker  & ir. P. Goethals. 72 p. + appendices. 
 
Lukaw Yatta Samuel Laku (2003-2004). Script. ‘Development of a biological monitoring 
network for river assessment in Sudan’. Univertsiteit Gent, Master of Science in 
Environmental Sanitation. Promotors: Prof. Dr. N. De Pauw & ir. P. Goethals. 
 
 
4.4 Member in the jury of scripts and stages 
 
Universiteit Gent 
 
Vandevelde Dieter (1998-1999); Gabriels Wim (1999-2000); Luyckx Liesbeth (1999-2000); 
Wieme Ulrik (1999-2000); Adriaenssens Veronique (1999-2000); Nguyen Ngoc Thi (1999-
2000); Raes Nico (2000-2001); Dedecker Andy (2000-2001); D’heygere Tom (2000-2001); 
Hermans Peter (2000-2001); Hendrickx Jan (2000-2001); Michiels Ben (2000-2001); 
Verween Annick (2000-2001); Billiaert Bruno (2000-2001); De Clercq Katrien (2001-2002); 
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Abuaku Ebenezer (2001-2002); Simons Frank (2001-2002); Dakou Eleni (2001-2002); 
Charles Joke (2002-2003); Lisette Talan (2002-2003); Van Haverbeke Emmanuel (2002-
2003); De Ridder Kathelijne (2002-2003); Stuer Veerle (2002-2003); Vandromme Jan (2002-
2003); Kakuli Viana (2002-2003); K Nzila Charles (2002-2003); Goessens Xenia (2002-
2003); Verstraete Ann (2002-2003); Depestele Jochen (2003-2004); Mouton Ans (2003-
2004); Van De Walle An (2003-2004); Deltour Judith (2003-2004); Van Melckebeke Koen 
(2003-2004); Adjei Augustina (2003-2004); Van Hees Stijn (2003-2004); Meert Carolien 
(2003-2004); Van De Velde Benjamin (2003-2004); Milotic Tanja (2003-2004), Lukaw Yatta 
Samuel Laku (2003-2004). 
 
Hogeschool Gent 
 
Bekaert Inge (1997-1998); De Schauvre Els (1998-1999); Campens Astrid (1998-1999); 
Huyghe Jeroen (1999-2000). 
 
KULeuven 
 
Houzet Hannelore en Decraene Evelien (2001-2002). 
 
Hogeschool Limburg 
 
Janssen Katrien (2003-2004); Dreezen Caroline (2003-2004); Spapen Bianca (2003-2004). 
 
 
4.5 Member in PhD-juries 
 
Adriaenssens Veronique (Ghent University, 15 October 2004). 
 
 
5 Social, scientific and academic support activities 
 
5.1 Water management and policy support as scientific expert in 

scientific steering committees of projects 
 
2002-2003: Flemish Environment Agency (VMM). Development of ecological indices for 
estuaries to implement the European Water Framework Directive in Flanders. 
 
2000-present: European Aquatic Modelling Network (COST 626). National representative in 
the Management Committee. 
 
 
5.2 Review activities as scientific expert 
 
Editorial boards 
European Water Management 
 
Editor of special issues of international journals 
Aquatic Ecology: 1 issue 
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Reviewed papers of International journals 
Water Science and Technology: 1 paper 
Aquatic Ecology: 4 papers 
Ecological Modelling: 2 papers 
European Water Management: 4 papers 
Hydrobiologia: 1 paper 
Journal of Biogeography: 1 paper 
Oecologia: 1 paper 
 
Review of book chapters 
Scardi, M. (Ed., 2004). Modelling community structure in freshwater ecosystems. Springer 
Verlag, Heidelberg, Germany: 5 chapters 
Environment and Nature Report of Flanders (Mira-T) 2001. Garant, Leuven, Belgium: 1 
chapter 
Environment and Nature Report of Flanders (Mira-T) 2002. Garant, Leuven, Belgium: 2 
chapters 
Environment and Nature Report of Flanders (Mira-T) 2003 Garant, Leuven, Belgium: 3 
chapters 
 
Conference papers (peer-reviewed proceedings): 
International Symposium System Analysis and Computing in Water Quality Management 
(Watermatex 2000). Ghent, Belgium, 18-20 September 2000: 1 paper 
The Second International Nitrogen Conference (N2001). Potomac, Maryland, USA, 14-18 
October 2001: 1 paper 
Second World Water Conference of the International Water Association (IWA). Berlin, 
Germany, 15-19 October 2001: 14 papers 
International Conference on Politics and Information Systems: Technologies and Applications 
(PISTA ’04). Orlando, Florida, USA, 21-24 July 2004: 10 papers 
 
Reviewed project proposals: 
Belgian Technical Co-operation (BTC): 7 proposals 
Witec: 1 proposal 
 
 
5.3 Committees in the Ghent University 
 
1998-present: Management Board of the Department of Applied Ecology and Environmental 
Biology (Chair: Prof. Dr. R. Lemeur), Faculty Applied Biological Sciences. 
2002: VAO Postgraduate Scholarships Committee (Chair: Prof. Dr. ir. O. Van Cleemput), 
Faculty Applied Biological Sciences. 
2002-2003: Bachelor-Masters Programs Working Group (Chair: Prof. Dr. ir. E. Vandamme), 
Faculty Applied Biological Sciences. 
2002-2003: Program Board of the Academic Teachers’ Training Program (Chair: Prof. Dr. A. 
Aelterman), Faculty of Psychology and Educational Sciences. 
2002-2003: Program Reforming Workgroup of the Academic Teachers’ Training Program 
(Chair: Prof. Dr. A. Aelterman), Faculty of Psychology and Educational Sciences. 
2003: Lecturer in Soil Management Selection Committee (Chair: Prof. Dr. ir. H. Van 
Langenhove), Faculty Applied Biological Sciences. 
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2003-present: Faculty Policy Plan Committee (Chair: Prof. Dr. ir. H. Van Langenhove), 
Faculty Applied Biological Sciences. 
2003-present: Organizing Committee of the PhD Symposium (Chair: Prof. Dr. ir. J. Dewulf). 
Faculty Applied Biological Sciences. 
2004: Lecturer in Hydrology Selection Committee (Chair: Prof. Dr. ir. H. Van Langenhove), 
Faculty Applied Biological Sciences. 
2004: Associate Professors Evaluation Committee (Chair: Prof. Dr. ir. H. Van Langenhove), 
Faculty Applied Biological Sciences. 
 
 
5.4 Memberships and activities in scientific organizations 
 
1999-present: Vlerick Alumni 
1996-present: Alumni RUG 
1996-present: Koninklijke Vlaamse Ingenieursvereniging (KVIV) 
1996-present: Verbond FLTBW 
1998-present: Nederlands-Vlaamse Vereniging voor Ecologie (NecoV): chairman of the 
Ecological Informatics Workgroup 
1999-present: International Water Association (IWA) 
1999-present: Freshwater Biological Association (FBA) 
2000-present: International Society of Ecological Informatics (ISEI): founding member 
2000-present: Natuurpunt Vlaanderen 
2001-present: Koninklijk Natuurwetenschappelijk Genootschap Dodonaea 
2002-present: De Akademische Club (FLTBW-UGent) 
2002-present: International Society for Ecological Engineering (ISEE) 
2003-present: American Association for the Advancement of Science (AAAS) 
 
 
6 Scientific awards and scholarships 
 
 

6.1 Scientific awards 
 
Water-Energy-Environment Society (WEL), ‘Environment’ student award 1996, on the basis 
of the script ‘Genetic and eco-physiological aspects of aggregation in activated sludge’, P. 
Goethals, Promoter: Prof. Dr. ir. W. Verstraete. 
 
Dutch-Flemish Society for Ecology (NecoV), poster award, Wintermeeting 13-14 December 
2000, Wageningen, The Netherlands, on the basis of the poster ‘Development of an estuarine 
fish index of biotic integrity for Flanders’, V. Adriaenssens, P. Goethals, J. Breine, J. Maes, 
C. Belpaire, F. Ollevier & N. De Pauw. 
 
International Water Association – Belgium (B-IWA), poster award, B-IWA Happy Hour, 19 
February 2001, Brussels, Belgium, on the basis of the poster ‘Development of an integrated 
ecological river management system: case study of the Zwalm river basin’, P. Goethals & N. 
De Pauw. 
 
International Water Association – Belgium (B-IWA), poster award, B-IWA Happy Hour, 21 
May 2001, Brussels, Belgium, on the basis of the poster ‘Experience and organization of 
automated measurement stations for river quality monitoring’, A. van Griensven, V. 
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Vandenberghe, J. Bols, N. De Pauw, P. Goethals, J. Meirlaen, P.Vanrolleghem, L. Van 
Vooren & W. Bauwens. 
 
International Water Association – Belgium (B-IWA), poster award B-IWA Happy Hour, 10 
June 2002, Brussels, Belgium, on the basis of the poster ‘Development of a Decision Support 
System for integrated water management in the Zwalm river basin, Belgium’, T. D’heygere, 
V. Adriaenssens, A. Dedecker, W. Gabriels, P.L.M. Goethals & N. De Pauw. 
 
Modelling and Simulation Society of Australia and New Zealand Inc. (MSSANZ), Student 
award for an excellent student paper and presentation at the ‘Integrative Modelling of 
Biophysical, Social and Economic Systems for Resource Management Solutions (MODSIM 
2003)’, 14-17 July 2003, Townsville, Australia, on the basis of the paper and platform 
presentation ‘Coupling ecosystem valuation methods to the WAECO decision support system 
in the Zwalm catchment (Belgium)’, P.L.M. Goethals, J.J. Bouma, D. François, T. 
D’heygere, A. Dedecker, V. Adriaenssens & N. De Pauw. 
 
Dutch-Flemish Society for Ecology (NecoV), poster award, Wintermeeting 14-15 January 
2004, Gent, Belgium, on the basis of the poster ‘Development of ecosystem models to predict 
the effects of river restoration projects at different spatial scales’, A. Mouton, J. Depestele, T. 
D’heygere, P.L.M. Goethals & N. De Pauw. 
 
 
6.2 Travelling scholarships 
 
European Commission, European School on Intelligent Data Analysis, travelling and training 
scholarship. It allowed following the training: ‘Intelligent data analysis’, 26-30 March 2001, 
University of Calcolo, Palermo, Italy. 
 
European Commission, Environmental Management Accounting Network – Europe, 
travelling scholarship. It allowed taking part in the conference ‘Environmental management 
accounting and government policy’, 11-12 February 2002, Cheltenham, United Kingdom. 
 
Fund for Scientific Research – Flanders (FWO-Flanders), travelling scholarship. It allowed 
taking part in ‘The 3rd Conference of the International Society for Ecological Informatics 
(ISEI)’, 26-30 August 2002, Grottaferrata (Rome), Italy. 
 
 
 



 
 
 
 
 
 
 
 

 

  
 
 
 
 
 
 
 
 
 

Appendices 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 



 292

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 293

Appendix 1: Classification tree Gammarus, Sediments Flanders, Subset 1, PCF=0.5 
 
Clay <= 11 
|   Conductivity <= 730.000019 
|   |   Width <= 9 
|   |   |   Day <= 23: 1 (5.0) 
|   |   |   Day > 23 
|   |   |   |   Flowvelocity = 0: 0 (2.0/1.0) 
|   |   |   |   Flowvelocity = 1 
|   |   |   |   |   Sand <= 96: 0 (11.0) 
|   |   |   |   |   Sand > 96: 1 (2.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   Day <= 335 
|   |   |   |   |   |   OM <= 2.7: 0 (41.0/3.0) 
|   |   |   |   |   |   OM > 2.7 
|   |   |   |   |   |   |   OM <= 7.2 
|   |   |   |   |   |   |   |   T <= 11.8: 1 (5.0) 
|   |   |   |   |   |   |   |   T > 11.8: 0 (6.0/1.0) 
|   |   |   |   |   |   |   OM > 7.2: 0 (3.0) 
|   |   |   |   |   Day > 335: 1 (3.0) 
|   |   |   |   Flowvelocity = 3 
|   |   |   |   |   Loam <= 1: 0 (5.0) 
|   |   |   |   |   Loam > 1 
|   |   |   |   |   |   T <= 11.8: 0 (5.0/1.0) 
|   |   |   |   |   |   T > 11.8: 1 (4.0) 
|   |   |   |   Flowvelocity = 4: 1 (3.0/1.0) 
|   |   Width > 9: 1 (5.0) 
|   Conductivity > 730.000019: 0 (54.0/2.0) 
Clay > 11: 0 (74.0) 
 
Number of Leaves  :  16 
Size of the tree :  28 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          93               81.5789 % 
Incorrectly Classified Instances        21               18.4211 % 
Kappa statistic                          0.2192 
Mean absolute error                      0.2149 
Root mean squared error                  0.421  
Relative absolute error                 82.0239 % 
Root relative squared error            115.4308 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 88  8 |  a = 0 
 13  5 |  b = 1 
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Appendix 2: Classification tree Gammarus, Sediments Flanders, Subset 1, PCF=0.25 
 
Clay <= 11 
|   Conductivity <= 730.000019 
|   |   Width <= 9 
|   |   |   Day <= 23: 1 (5.0) 
|   |   |   Day > 23 
|   |   |   |   Flowvelocity = 0: 0 (2.0/1.0) 
|   |   |   |   Flowvelocity = 1 
|   |   |   |   |   Sand <= 96: 0 (11.0) 
|   |   |   |   |   Sand > 96: 1 (2.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   Day <= 335 
|   |   |   |   |   |   OM <= 2.7: 0 (41.0/3.0) 
|   |   |   |   |   |   OM > 2.7 
|   |   |   |   |   |   |   OM <= 7.2 
|   |   |   |   |   |   |   |   T <= 11.8: 1 (5.0) 
|   |   |   |   |   |   |   |   T > 11.8: 0 (6.0/1.0) 
|   |   |   |   |   |   |   OM > 7.2: 0 (3.0) 
|   |   |   |   |   Day > 335: 1 (3.0) 
|   |   |   |   Flowvelocity = 3 
|   |   |   |   |   Loam <= 1: 0 (5.0) 
|   |   |   |   |   Loam > 1 
|   |   |   |   |   |   T <= 11.8: 0 (5.0/1.0) 
|   |   |   |   |   |   T > 11.8: 1 (4.0) 
|   |   |   |   Flowvelocity = 4: 1 (3.0/1.0) 
|   |   Width > 9: 1 (5.0) 
|   Conductivity > 730.000019: 0 (54.0/2.0) 
Clay > 11: 0 (74.0) 
 
Number of Leaves  :  16 
Size of the tree :  28 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          93               81.5789 % 
Incorrectly Classified Instances        21               18.4211 % 
Kappa statistic                          0.2192 
Mean absolute error                      0.2149 
Root mean squared error                  0.421  
Relative absolute error                 82.0239 % 
Root relative squared error            115.4308 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 88  8 |  a = 0 
 13  5 |  b = 1 
 
 
 
 



 295

Appendix 3: Classification tree Gammarus, Sediments Flanders, Subset 1, PCF=0.1 
 
Clay <= 11 
|   Conductivity <= 730.000019 
|   |   Width <= 9 
|   |   |   Day <= 23: 1 (5.0) 
|   |   |   Day > 23 
|   |   |   |   Day <= 335: 0 (85.0/18.0) 
|   |   |   |   Day > 335: 1 (5.0/1.0) 
|   |   Width > 9: 1 (5.0) 
|   Conductivity > 730.000019: 0 (54.0/2.0) 
Clay > 11: 0 (74.0) 
 
Number of Leaves  :  6 
Size of the tree :  11 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          95               83.3333 % 
Incorrectly Classified Instances        19               16.6667 % 
Kappa statistic                          0.2135 
Mean absolute error                      0.2112 
Root mean squared error                  0.3631 
Relative absolute error                 80.5959 % 
Root relative squared error             99.575  % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 91  5 |  a = 0 
 14  4 |  b = 1 
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Appendix 4: Classification tree Gammarus, Sediments Flanders, Subset 1, PCF=0.01 
 
Clay <= 11 
|   Width <= 9 
|   |   Day <= 23: 1 (5.0) 
|   |   Day > 23: 0 (143.0/24.0) 
|   Width > 9: 1 (6.0/1.0) 
Clay > 11: 0 (74.0) 
 
Number of Leaves  :  4 
Size of the tree :  7 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          98               85.9649 % 
Incorrectly Classified Instances        16               14.0351 % 
Kappa statistic                          0.3184 
Mean absolute error                      0.2066 
Root mean squared error                  0.3351 
Relative absolute error                 78.8588 % 
Root relative squared error             91.8957 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 93  3 |  a = 0 
 13  5 |  b = 1 
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Appendix 5: Classification tree Gammarus, Sediments Flanders, Subset 2, PCF=0.5 
 
Pb <= 10 
|   Day <= 42: 1 (6.0) 
|   Day > 42 
|   |   Depth <= 0.55 
|   |   |   TOXT = 0 
|   |   |   |   Pb <= 0 
|   |   |   |   |   Totalphosphorus <= 734 
|   |   |   |   |   |   DO <= 6.4: 1 (7.0/1.0) 
|   |   |   |   |   |   DO > 6.4: 0 (9.0/1.0) 
|   |   |   |   |   Totalphosphorus > 734: 0 (9.0) 
|   |   |   |   Pb > 0: 0 (4.0) 
|   |   |   TOXT = 1: 0 (4.0) 
|   |   Depth > 0.55 
|   |   |   Pb <= 0: 1 (10.0/2.0) 
|   |   |   Pb > 0: 0 (3.0/1.0) 
Pb > 10 
|   Clay <= 11 
|   |   As <= 4.2: 0 (45.0) 
|   |   As > 4.2 
|   |   |   Flowvelocity = 0: 0 (1.0) 
|   |   |   Flowvelocity = 1: 0 (17.0/1.0) 
|   |   |   Flowvelocity = 2 
|   |   |   |   T <= 4.6: 1 (3.0) 
|   |   |   |   T > 4.6 
|   |   |   |   |   OM <= 0.8: 1 (2.0) 
|   |   |   |   |   OM > 0.8: 0 (31.0/3.0) 
|   |   |   Flowvelocity = 3 
|   |   |   |   Pb <= 31: 0 (6.0) 
|   |   |   |   Pb > 31: 1 (3.0) 
|   |   |   Flowvelocity = 4: 0 (2.0/1.0) 
|   Clay > 11: 0 (66.0) 
 
Number of Leaves  :  18 
Size of the tree :  32 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          86               75.4386 % 
Incorrectly Classified Instances        28               24.5614 % 
Kappa statistic                          0.1551 
Mean absolute error                      0.2483 
Root mean squared error                  0.4576 
Relative absolute error                 95.8982 % 
Root relative squared error            128.4415 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 80 17 |  a = 0 
 11   6 |  b = 1 
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Appendix 6: Classification tree Gammarus, Sediments Flanders, Subset 2, PCF=0.25 
 
Pb <= 10 
|   Day <= 42: 1 (6.0) 
|   Day > 42 
|   |   Depth <= 0.55 
|   |   |   TOXT = 0 
|   |   |   |   Totalphosphorus <= 734 
|   |   |   |   |   DO <= 6.4: 1 (8.0/2.0) 
|   |   |   |   |   DO > 6.4: 0 (9.0/1.0) 
|   |   |   |   Totalphosphorus > 734: 0 (12.0) 
|   |   |   TOXT = 1: 0 (4.0) 
|   |   Depth > 0.55 
|   |   |   Pb <= 0: 1 (10.0/2.0) 
|   |   |   Pb > 0: 0 (3.0/1.0) 
Pb > 10: 0 (176.0/13.0) 
 
Number of Leaves  :  8 
Size of the tree :  15 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          87               76.3158 % 
Incorrectly Classified Instances        27               23.6842 % 
Kappa statistic                          0.13   
Mean absolute error                      0.2673 
Root mean squared error                  0.4371 
Relative absolute error                103.2235 % 
Root relative squared error            122.6701 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 82 15 |  a = 0 
 12   5 |  b = 1 
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Appendix 7: Classification tree Gammarus, Sediments Flanders, Subset 2, PCF=0.1 
 
Pb <= 10 
|   Day <= 42: 1 (6.0) 
|   Day > 42 
|   |   Depth <= 0.55: 0 (33.0/7.0) 
|   |   Depth > 0.55: 1 (13.0/4.0) 
Pb > 10: 0 (176.0/13.0) 
 
Number of Leaves  :  4 
Size of the tree :  7 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          94               82.4561 % 
Incorrectly Classified Instances        20               17.5439 % 
Kappa statistic                          0.1909 
Mean absolute error                      0.2426 
Root mean squared error                  0.3948 
Relative absolute error                 93.6743 % 
Root relative squared error            110.8017 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 90  7 |  a = 0 
 13  4 |  b = 1 
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Appendix 8: Classification tree Gammarus, Sediments Flanders, Subset 2, PCF=0.01 
 
Pb <= 10 
|   Day <= 42: 1 (6.0) 
|   Day > 42 
|   |   Depth <= 0.55: 0 (33.0/7.0) 
|   |   Depth > 0.55: 1 (13.0/4.0) 
Pb > 10: 0 (176.0/13.0) 
 
Number of Leaves  :  4 
Size of the tree :  7 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          94               82.4561 % 
Incorrectly Classified Instances        20               17.5439 % 
Kappa statistic                          0.1909 
Mean absolute error                      0.2426 
Root mean squared error                  0.3948 
Relative absolute error                 93.6743 % 
Root relative squared error            110.8017 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 90  7 |  a = 0 
 13  4 |  b = 1 
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Appendix 9: Classification tree Gammarus, Sediments Flanders, Subset 3, PCF=0.5 
 
Clay <= 11 
|   DO <= 6 
|   |   Loam <= 0 
|   |   |   Ni <= 0: 0 (3.0) 
|   |   |   Ni > 0: 1 (4.0/1.0) 
|   |   Loam > 0: 0 (75.0/5.0) 
|   DO > 6 
|   |   Width <= 0.75: 1 (4.0) 
|   |   Width > 0.75 
|   |   |   Day <= 135: 0 (29.0/2.0) 
|   |   |   Day > 135 
|   |   |   |   Flowvelocity = 0: 0 (2.0/1.0) 
|   |   |   |   Flowvelocity = 1: 0 (6.0/1.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   Pb <= 0: 1 (9.0/1.0) 
|   |   |   |   |   Pb > 0 
|   |   |   |   |   |   T <= 5.1: 1 (3.0) 
|   |   |   |   |   |   T > 5.1: 0 (10.0) 
|   |   |   |   Flowvelocity = 3 
|   |   |   |   |   pH <= 7.13: 0 (3.0) 
|   |   |   |   |   pH > 7.13: 1 (5.0/1.0) 
|   |   |   |   Flowvelocity = 4: 1 (4.0) 
Clay > 11: 0 (71.0) 
 
Number of Leaves  :  14 
Size of the tree :  24 
 
=== Evaluation on test set === 
 
Correctly Classified Instances         102               89.4737 % 
Incorrectly Classified Instances        12               10.5263 % 
Kappa statistic                          0.6219 
Mean absolute error                      0.1306 
Root mean squared error                  0.2931 
Relative absolute error                 50.4408 % 
Root relative squared error             82.2562 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 89  8 |  a = 0 
  4 13 |  b = 1 
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Appendix 10: Classification tree Gammarus, Sediments Flanders, Subset 3, PCF=0.25 
 
Clay <= 11 
|   DO <= 6: 0 (82.0/8.0) 
|   DO > 6 
|   |   Width <= 0.75: 1 (4.0) 
|   |   Width > 0.75 
|   |   |   Day <= 135: 0 (29.0/2.0) 
|   |   |   Day > 135 
|   |   |   |   Flowvelocity = 0: 0 (2.0/1.0) 
|   |   |   |   Flowvelocity = 1: 0 (6.0/1.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   Pb <= 0: 1 (9.0/1.0) 
|   |   |   |   |   Pb > 0 
|   |   |   |   |   |   T <= 5.1: 1 (3.0) 
|   |   |   |   |   |   T > 5.1: 0 (10.0) 
|   |   |   |   Flowvelocity = 3 
|   |   |   |   |   pH <= 7.13: 0 (3.0) 
|   |   |   |   |   pH > 7.13: 1 (5.0/1.0) 
|   |   |   |   Flowvelocity = 4: 1 (4.0) 
Clay > 11: 0 (71.0) 
 
Number of Leaves  :  12 
Size of the tree :  20 
 
=== Evaluation on test set === 
 
Correctly Classified Instances         103               90.3509 % 
Incorrectly Classified Instances        11                9.6491 % 
Kappa statistic                          0.6288 
Mean absolute error                      0.1342 
Root mean squared error                  0.2879 
Relative absolute error                 51.8054 % 
Root relative squared error             80.8061 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 91  6 |  a = 0 
  5 12 |  b = 1 
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Appendix 11: Classification tree Gammarus, Sediments Flanders, Subset 3, PCF=0.1 
 
Clay <= 11 
|   DO <= 6: 0 (82.0/8.0) 
|   DO > 6 
|   |   Width <= 0.75: 1 (4.0) 
|   |   Width > 0.75 
|   |   |   Day <= 135: 0 (29.0/2.0) 
|   |   |   Day > 135 
|   |   |   |   Flowvelocity = 0: 0 (2.0/1.0) 
|   |   |   |   Flowvelocity = 1: 0 (6.0/1.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   Pb <= 0: 1 (9.0/1.0) 
|   |   |   |   |   Pb > 0 
|   |   |   |   |   |   T <= 5.1: 1 (3.0) 
|   |   |   |   |   |   T > 5.1: 0 (10.0) 
|   |   |   |   Flowvelocity = 3 
|   |   |   |   |   pH <= 7.13: 0 (3.0) 
|   |   |   |   |   pH > 7.13: 1 (5.0/1.0) 
|   |   |   |   Flowvelocity = 4: 1 (4.0) 
Clay > 11: 0 (71.0) 
 
Number of Leaves  :  12 
Size of the tree :  20 
 
=== Evaluation on test set === 
 
Correctly Classified Instances         103               90.3509 % 
Incorrectly Classified Instances        11                9.6491 % 
Kappa statistic                          0.6288 
Mean absolute error                      0.1342 
Root mean squared error                  0.2879 
Relative absolute error                 51.8054 % 
Root relative squared error             80.8061 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 91  6 |  a = 0 
  5 12 |  b = 1 
 
 
 
 
 
 
 
 
 
 
 
 



 304

Appendix 12: Classification tree Gammarus, Sediments Flanders, Subset 3, PCF=0.01 
 
: 0 (228.0/35.0) 
 
Number of Leaves  :  1 
Size of the tree :  1 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          97               85.0877 % 
Incorrectly Classified Instances        17               14.9123 % 
Kappa statistic                          0      
Mean absolute error                      0.2568 
Root mean squared error                  0.3562 
Relative absolute error                 99.1835 % 
Root relative squared error             99.986  % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 97  0 |  a = 0 
 17  0 |  b = 1 
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Appendix 13: Classification tree Asellus, Sediments Flanders, Subset 1, PCF=0.5 
 
DO <= 3.1: 0 (37.0/1.0) 
DO > 3.1 
|   TOXR = 0 
|   |   Day <= 70 
|   |   |   Cd <= 0.3: 0 (18.0) 
|   |   |   Cd > 0.3 
|   |   |   |   DO <= 7.3: 0 (11.0) 
|   |   |   |   DO > 7.3: 1 (4.0/1.0) 
|   |   Day > 70 
|   |   |   Width <= 3.5 
|   |   |   |   Flowvelocity = 0: 1 (1.0) 
|   |   |   |   Flowvelocity = 1 
|   |   |   |   |   As <= 6.3: 0 (9.0) 
|   |   |   |   |   As > 6.3 
|   |   |   |   |   |   Conductivity <= 790.000022: 1 (8.0) 
|   |   |   |   |   |   Conductivity > 790.000022: 0 (2.0) 
|   |   |   |   Flowvelocity = 2 
|   |   |   |   |   DO <= 5.1: 0 (10.0) 
|   |   |   |   |   DO > 5.1 
|   |   |   |   |   |   Day <= 329 
|   |   |   |   |   |   |   Day <= 79: 1 (6.0/1.0) 
|   |   |   |   |   |   |   Day > 79 
|   |   |   |   |   |   |   |   Depth <= 0.45 
|   |   |   |   |   |   |   |   |   Depth <= 0.35 
|   |   |   |   |   |   |   |   |   |   Day <= 127: 1 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   Day > 127: 0 (8.0) 
|   |   |   |   |   |   |   |   |   Depth > 0.35: 1 (4.0/1.0) 
|   |   |   |   |   |   |   |   Depth > 0.45: 0 (8.0) 
|   |   |   |   |   |   Day > 329: 1 (5.0) 
|   |   |   |   Flowvelocity = 3: 0 (17.0/1.0) 
|   |   |   |   Flowvelocity = 4: 1 (3.0/1.0) 
|   |   |   Width > 3.5 
|   |   |   |   Clay <= 12 
|   |   |   |   |   Kjeldahlnitrogen <= 2520 
|   |   |   |   |   |   Kjeldahlnitrogen <= 660 
|   |   |   |   |   |   |   Loam <= 0: 0 (4.0) 
|   |   |   |   |   |   |   Loam > 0 
|   |   |   |   |   |   |   |   Kjeldahlnitrogen <= 490: 1 (8.0) 
|   |   |   |   |   |   |   |   Kjeldahlnitrogen > 490: 0 (4.0) 
|   |   |   |   |   |   Kjeldahlnitrogen > 660 
|   |   |   |   |   |   |   Cd <= 0.3 
|   |   |   |   |   |   |   |   Ni <= 8: 1 (6.0) 
|   |   |   |   |   |   |   |   Ni > 8: 0 (4.0/1.0) 
|   |   |   |   |   |   |   Cd > 0.3: 1 (19.0) 
|   |   |   |   |   Kjeldahlnitrogen > 2520: 0 (5.0) 
|   |   |   |   Clay > 12 
|   |   |   |   |   Cd <= 0.5: 0 (10.0) 
|   |   |   |   |   Cd > 0.5: 1 (2.0) 
|   TOXR = 1: 0 (12.0/1.0) 
 
Number of Leaves  :  27 
Size of the tree :  50 
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=== Evaluation on test set === 
 
Correctly Classified Instances          75               65.7895 % 
Incorrectly Classified Instances        39               34.2105 % 
Kappa statistic                          0.1033 
Mean absolute error                      0.3338 
Root mean squared error                  0.5495 
Relative absolute error                 78.9473 % 
Root relative squared error            119.11   % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 66 13 |  a = 0 
 26   9 |  b = 1 
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Appendix 14: Classification tree Asellus, Sediments Flanders, Subset 1, PCF=0.25 
 
DO <= 3.1: 0 (37.0/1.0) 
DO > 3.1 
|   Day <= 70: 0 (36.0/3.0) 
|   Day > 70 
|   |   Width <= 3.5 
|   |   |   Flowvelocity = 0: 1 (1.0) 
|   |   |   Flowvelocity = 1 
|   |   |   |   As <= 6.3: 0 (10.0) 
|   |   |   |   As > 6.3 
|   |   |   |   |   Conductivity <= 790.000022: 1 (9.0/1.0) 
|   |   |   |   |   Conductivity > 790.000022: 0 (3.0) 
|   |   |   Flowvelocity = 2 
|   |   |   |   DO <= 5.1: 0 (11.0) 
|   |   |   |   DO > 5.1 
|   |   |   |   |   Day <= 329 
|   |   |   |   |   |   Day <= 79: 1 (7.0/1.0) 
|   |   |   |   |   |   Day > 79: 0 (24.0/5.0) 
|   |   |   |   |   Day > 329: 1 (5.0) 
|   |   |   Flowvelocity = 3: 0 (18.0/1.0) 
|   |   |   Flowvelocity = 4: 1 (3.0/1.0) 
|   |   Width > 3.5 
|   |   |   Clay <= 12 
|   |   |   |   Kjeldahlnitrogen <= 2520 
|   |   |   |   |   Kjeldahlnitrogen <= 660 
|   |   |   |   |   |   Loam <= 0: 0 (4.0) 
|   |   |   |   |   |   Loam > 0 
|   |   |   |   |   |   |   Kjeldahlnitrogen <= 490: 1 (8.0) 
|   |   |   |   |   |   |   Kjeldahlnitrogen > 490: 0 (4.0) 
|   |   |   |   |   Kjeldahlnitrogen > 660 
|   |   |   |   |   |   Cd <= 0.3 
|   |   |   |   |   |   |   Ni <= 8: 1 (6.0) 
|   |   |   |   |   |   |   Ni > 8: 0 (4.0/1.0) 
|   |   |   |   |   |   Cd > 0.3: 1 (19.0) 
|   |   |   |   Kjeldahlnitrogen > 2520: 0 (5.0) 
|   |   |   Clay > 12 
|   |   |   |   Cd <= 0.5: 0 (12.0) 
|   |   |   |   Cd > 0.5: 1 (2.0) 
 
Number of Leaves  :  21 
Size of the tree :  38 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          77               67.5439 % 
Incorrectly Classified Instances        37               32.4561 % 
Kappa statistic                          0.1179 
Mean absolute error                      0.3329 
Root mean squared error                  0.5311 
Relative absolute error                 78.7253 % 
Root relative squared error            115.1184 % 
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=== Confusion Matrix === 
 
  a  b   <-- classified as 
 69 10 |  a = 0 
 27   8 |  b = 1 
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Appendix 15: Classification tree Asellus, Sediments Flanders, Subset 1, PCF=0.1 
 
DO <= 3.1: 0 (37.0/1.0) 
DO > 3.1 
|   Day <= 70: 0 (36.0/3.0) 
|   Day > 70 
|   |   Width <= 3.5 
|   |   |   Flowvelocity = 0: 1 (1.0) 
|   |   |   Flowvelocity = 1 
|   |   |   |   As <= 6.3: 0 (10.0) 
|   |   |   |   As > 6.3 
|   |   |   |   |   Conductivity <= 790.000022: 1 (9.0/1.0) 
|   |   |   |   |   Conductivity > 790.000022: 0 (3.0) 
|   |   |   Flowvelocity = 2 
|   |   |   |   DO <= 5.1: 0 (11.0) 
|   |   |   |   DO > 5.1 
|   |   |   |   |   Day <= 329 
|   |   |   |   |   |   Day <= 79: 1 (7.0/1.0) 
|   |   |   |   |   |   Day > 79: 0 (24.0/5.0) 
|   |   |   |   |   Day > 329: 1 (5.0) 
|   |   |   Flowvelocity = 3: 0 (18.0/1.0) 
|   |   |   Flowvelocity = 4: 1 (3.0/1.0) 
|   |   Width > 3.5 
|   |   |   Clay <= 12 
|   |   |   |   Kjeldahlnitrogen <= 2520 
|   |   |   |   |   Kjeldahlnitrogen <= 660 
|   |   |   |   |   |   Loam <= 0: 0 (4.0) 
|   |   |   |   |   |   Loam > 0 
|   |   |   |   |   |   |   Kjeldahlnitrogen <= 490: 1 (8.0) 
|   |   |   |   |   |   |   Kjeldahlnitrogen > 490: 0 (4.0) 
|   |   |   |   |   Kjeldahlnitrogen > 660: 1 (29.0/3.0) 
|   |   |   |   Kjeldahlnitrogen > 2520: 0 (5.0) 
|   |   |   Clay > 12 
|   |   |   |   Cd <= 0.5: 0 (12.0) 
|   |   |   |   Cd > 0.5: 1 (2.0) 
 
Number of Leaves  :  19 
Size of the tree :  34 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          80               70.1754 % 
Incorrectly Classified Instances        34               29.8246 % 
Kappa statistic                          0.2112 
Mean absolute error                      0.3167 
Root mean squared error                  0.5126 
Relative absolute error                 74.9157 % 
Root relative squared error            111.1077 % 
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=== Confusion Matrix === 
 
  a  b   <-- classified as 
 69 10 |  a = 0 
 24 11 |  b = 1 
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Appendix 16: Classification tree Asellus, Sediments Flanders, Subset 1, PCF=0.01 
 
DO <= 3.1: 0 (37.0/1.0) 
DO > 3.1 
|   Day <= 70: 0 (36.0/3.0) 
|   Day > 70 
|   |   Width <= 3.5: 0 (91.0/28.0) 
|   |   Width > 3.5 
|   |   |   Clay <= 12 
|   |   |   |   Kjeldahlnitrogen <= 2520 
|   |   |   |   |   Kjeldahlnitrogen <= 660 
|   |   |   |   |   |   Loam <= 0: 0 (4.0) 
|   |   |   |   |   |   Loam > 0 
|   |   |   |   |   |   |   Kjeldahlnitrogen <= 490: 1 (8.0) 
|   |   |   |   |   |   |   Kjeldahlnitrogen > 490: 0 (4.0) 
|   |   |   |   |   Kjeldahlnitrogen > 660: 1 (29.0/3.0) 
|   |   |   |   Kjeldahlnitrogen > 2520: 0 (5.0) 
|   |   |   Clay > 12 
|   |   |   |   Cd <= 0.5: 0 (12.0) 
|   |   |   |   Cd > 0.5: 1 (2.0) 
 
Number of Leaves  :  10 
Size of the tree :  19 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          82               71.9298 % 
Incorrectly Classified Instances        32               28.0702 % 
Kappa statistic                          0.1846 
Mean absolute error                      0.3452 
Root mean squared error                  0.4881 
Relative absolute error                 81.6473 % 
Root relative squared error            105.8043 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 75  4 |  a = 0 
 28  7 |  b = 1 
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Appendix 17: Classification tree Asellus, Sediments Flanders, Subset 2, PCF=0.5 
 
Conductivity <= 910.000026 
|   Width <= 3.5 
|   |   T <= 13.7 
|   |   |   Day <= 69: 0 (18.0/1.0) 
|   |   |   Day > 69 
|   |   |   |   Width <= 2 
|   |   |   |   |   Zn <= 82 
|   |   |   |   |   |   Zn <= 37: 1 (5.0/1.0) 
|   |   |   |   |   |   Zn > 37: 0 (9.0) 
|   |   |   |   |   Zn > 82 
|   |   |   |   |   |   DO <= 5.7 
|   |   |   |   |   |   |   Depth <= 0.35: 1 (4.0/1.0) 
|   |   |   |   |   |   |   Depth > 0.35: 0 (4.0/1.0) 
|   |   |   |   |   |   DO > 5.7: 1 (13.0) 
|   |   |   |   Width > 2 
|   |   |   |   |   Clay <= 1: 1 (3.0) 
|   |   |   |   |   Clay > 1: 0 (23.0/3.0) 
|   |   T > 13.7: 0 (24.0) 
|   Width > 3.5 
|   |   Kjeldahlnitrogen <= 2040 
|   |   |   Flowvelocity = 0: 1 (1.0) 
|   |   |   Flowvelocity = 1 
|   |   |   |   Clay <= 12: 1 (3.0) 
|   |   |   |   Clay > 12: 0 (2.0) 
|   |   |   Flowvelocity = 2 
|   |   |   |   As <= 7.1 
|   |   |   |   |   T <= 19.6: 0 (8.0/1.0) 
|   |   |   |   |   T > 19.6: 1 (4.0) 
|   |   |   |   As > 7.1 
|   |   |   |   |   Sand <= 97: 1 (16.0) 
|   |   |   |   |   Sand > 97: 0 (3.0/1.0) 
|   |   |   Flowvelocity = 3: 1 (8.0) 
|   |   |   Flowvelocity = 4: 1 (0.0) 
|   |   Kjeldahlnitrogen > 2040: 0 (17.0/2.0) 
Conductivity > 910.000026: 0 (63.0/5.0) 
 
Number of Leaves  :  20 
Size of the tree :  36 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          79               69.2982 % 
Incorrectly Classified Instances        35               30.7018 % 
Kappa statistic                          0.176  
Mean absolute error                      0.3264 
Root mean squared error                  0.5129 
Relative absolute error                 77.5245 % 
Root relative squared error            112.0928 % 
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=== Confusion Matrix === 
 
  a  b   <-- classified as 
 69 11 |  a = 0 
 24 10 |  b = 1 
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Appendix 18: Classification tree Asellus, Sediments Flanders, Subset 2, PCF=0.25 
 
Conductivity <= 910.000026 
|   Width <= 3.5 
|   |   T <= 13.7 
|   |   |   Day <= 69: 0 (18.0/1.0) 
|   |   |   Day > 69 
|   |   |   |   Width <= 2 
|   |   |   |   |   Zn <= 82 
|   |   |   |   |   |   Zn <= 37: 1 (5.0/1.0) 
|   |   |   |   |   |   Zn > 37: 0 (9.0) 
|   |   |   |   |   Zn > 82 
|   |   |   |   |   |   DO <= 5.7 
|   |   |   |   |   |   |   Depth <= 0.35: 1 (4.0/1.0) 
|   |   |   |   |   |   |   Depth > 0.35: 0 (4.0/1.0) 
|   |   |   |   |   |   DO > 5.7: 1 (13.0) 
|   |   |   |   Width > 2 
|   |   |   |   |   Clay <= 1: 1 (3.0) 
|   |   |   |   |   Clay > 1: 0 (23.0/3.0) 
|   |   T > 13.7: 0 (24.0) 
|   Width > 3.5 
|   |   Kjeldahlnitrogen <= 2040 
|   |   |   Flowvelocity = 0: 1 (1.0) 
|   |   |   Flowvelocity = 1 
|   |   |   |   Clay <= 12: 1 (3.0) 
|   |   |   |   Clay > 12: 0 (2.0) 
|   |   |   Flowvelocity = 2 
|   |   |   |   As <= 7.1 
|   |   |   |   |   T <= 19.6: 0 (8.0/1.0) 
|   |   |   |   |   T > 19.6: 1 (4.0) 
|   |   |   |   As > 7.1 
|   |   |   |   |   Sand <= 97: 1 (16.0) 
|   |   |   |   |   Sand > 97: 0 (3.0/1.0) 
|   |   |   Flowvelocity = 3: 1 (8.0) 
|   |   |   Flowvelocity = 4: 1 (0.0) 
|   |   Kjeldahlnitrogen > 2040: 0 (17.0/2.0) 
Conductivity > 910.000026: 0 (63.0/5.0) 
 
Number of Leaves  :  20 
Size of the tree :  36 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          79               69.2982 % 
Incorrectly Classified Instances        35               30.7018 % 
Kappa statistic                          0.176  
Mean absolute error                      0.3264 
Root mean squared error                  0.5129 
Relative absolute error                 77.5245 % 
Root relative squared error            112.0928 % 
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=== Confusion Matrix === 
 
  a  b   <-- classified as 
 69 11 |  a = 0 
 24 10 |  b = 1 
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Appendix 19: Classification tree Asellus, Sediments Flanders, Subset 2, PCF=0.1 
 
Conductivity <= 910.000026 
|   Width <= 3.5 
|   |   T <= 13.7 
|   |   |   Day <= 69: 0 (18.0/1.0) 
|   |   |   Day > 69 
|   |   |   |   Width <= 2 
|   |   |   |   |   Zn <= 82 
|   |   |   |   |   |   Zn <= 37: 1 (5.0/1.0) 
|   |   |   |   |   |   Zn > 37: 0 (9.0) 
|   |   |   |   |   Zn > 82: 1 (21.0/4.0) 
|   |   |   |   Width > 2 
|   |   |   |   |   Clay <= 1: 1 (3.0) 
|   |   |   |   |   Clay > 1: 0 (23.0/3.0) 
|   |   T > 13.7: 0 (24.0) 
|   Width > 3.5 
|   |   Kjeldahlnitrogen <= 2040 
|   |   |   Flowvelocity = 0: 1 (1.0) 
|   |   |   Flowvelocity = 1 
|   |   |   |   Clay <= 12: 1 (3.0) 
|   |   |   |   Clay > 12: 0 (2.0) 
|   |   |   Flowvelocity = 2 
|   |   |   |   As <= 7.1 
|   |   |   |   |   T <= 19.6: 0 (8.0/1.0) 
|   |   |   |   |   T > 19.6: 1 (4.0) 
|   |   |   |   As > 7.1 
|   |   |   |   |   Sand <= 97: 1 (16.0) 
|   |   |   |   |   Sand > 97: 0 (3.0/1.0) 
|   |   |   Flowvelocity = 3: 1 (8.0) 
|   |   |   Flowvelocity = 4: 1 (0.0) 
|   |   Kjeldahlnitrogen > 2040: 0 (17.0/2.0) 
Conductivity > 910.000026: 0 (63.0/5.0) 
 
Number of Leaves  :  18 
Size of the tree :  32 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          76               66.6667 % 
Incorrectly Classified Instances        38               33.3333 % 
Kappa statistic                          0.1301 
Mean absolute error                      0.3445 
Root mean squared error                  0.5239 
Relative absolute error                 81.8152 % 
Root relative squared error            114.4986 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 66 14 |  a = 0 
 24 10 |  b = 1 
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Appendix 20: Classification tree Asellus, Sediments Flanders, Subset 2, PCF=0.01 
 
Conductivity <= 910.000026 
|   Width <= 3.5 
|   |   T <= 13.7 
|   |   |   Day <= 69: 0 (18.0/1.0) 
|   |   |   Day > 69 
|   |   |   |   Width <= 2 
|   |   |   |   |   Zn <= 82 
|   |   |   |   |   |   Zn <= 37: 1 (5.0/1.0) 
|   |   |   |   |   |   Zn > 37: 0 (9.0) 
|   |   |   |   |   Zn > 82: 1 (21.0/4.0) 
|   |   |   |   Width > 2 
|   |   |   |   |   Clay <= 1: 1 (3.0) 
|   |   |   |   |   Clay > 1: 0 (23.0/3.0) 
|   |   T > 13.7: 0 (24.0) 
|   Width > 3.5 
|   |   Kjeldahlnitrogen <= 2040: 1 (45.0/11.0) 
|   |   Kjeldahlnitrogen > 2040: 0 (17.0/2.0) 
Conductivity > 910.000026: 0 (63.0/5.0) 
 
Number of Leaves  :  10 
Size of the tree :  19 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          74               64.9123 % 
Incorrectly Classified Instances        40               35.0877 % 
Kappa statistic                          0.1618 
Mean absolute error                      0.3563 
Root mean squared error                  0.5117 
Relative absolute error                 84.6277 % 
Root relative squared error            111.8488 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 60 20 |  a = 0 
 20 14 |  b = 1 
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Appendix 21: Classification tree Asellus, Sediments Flanders, Subset 3, PCF=0.5 
 
DO <= 2.7: 0 (35.0) 
DO > 2.7 
|   TOXR = 0 
|   |   As <= 16.7 
|   |   |   Day <= 273 
|   |   |   |   Depth <= 0.2: 0 (17.0) 
|   |   |   |   Depth > 0.2 
|   |   |   |   |   Flowvelocity = 0: 0 (2.0) 
|   |   |   |   |   Flowvelocity = 1 
|   |   |   |   |   |   Totalphosphorus <= 1920 
|   |   |   |   |   |   |   Pb <= 18 
|   |   |   |   |   |   |   |   Width <= 9: 1 (4.0/1.0) 
|   |   |   |   |   |   |   |   Width > 9: 0 (2.0) 
|   |   |   |   |   |   |   Pb > 18: 0 (11.0) 
|   |   |   |   |   |   Totalphosphorus > 1920: 1 (5.0/1.0) 
|   |   |   |   |   Flowvelocity = 2 
|   |   |   |   |   |   pH <= 7.97 
|   |   |   |   |   |   |   TOXT = 0 
|   |   |   |   |   |   |   |   Hg <= 0.243 
|   |   |   |   |   |   |   |   |   Zn <= 149 
|   |   |   |   |   |   |   |   |   |   As <= 4.4: 1 (6.0/1.0) 
|   |   |   |   |   |   |   |   |   |   As > 4.4 
|   |   |   |   |   |   |   |   |   |   |   Clay <= 10: 0 (9.0) 
|   |   |   |   |   |   |   |   |   |   |   Clay > 10 
|   |   |   |   |   |   |   |   |   |   |   |   Depth <= 0.75: 1 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   Depth > 0.75: 0 (3.0) 
|   |   |   |   |   |   |   |   |   Zn > 149: 0 (15.0) 
|   |   |   |   |   |   |   |   Hg > 0.243: 1 (3.0) 
|   |   |   |   |   |   |   TOXT = 1: 0 (3.0) 
|   |   |   |   |   |   pH > 7.97: 1 (5.0) 
|   |   |   |   |   Flowvelocity = 3: 0 (23.0/3.0) 
|   |   |   |   |   Flowvelocity = 4: 0 (5.0) 
|   |   |   Day > 273 
|   |   |   |   Clay <= 12 
|   |   |   |   |   Width <= 3 
|   |   |   |   |   |   Depth <= 0.2: 1 (3.0) 
|   |   |   |   |   |   Depth > 0.2 
|   |   |   |   |   |   |   Day <= 280: 1 (6.0/1.0) 
|   |   |   |   |   |   |   Day > 280: 0 (14.0/2.0) 
|   |   |   |   |   Width > 3: 1 (11.0) 
|   |   |   |   Clay > 12: 0 (5.0) 
|   |   As > 16.7 
|   |   |   Conductivity <= 939.999998 
|   |   |   |   Conductivity <= 250: 0 (3.0) 
|   |   |   |   Conductivity > 250: 1 (23.0/2.0) 
|   |   |   Conductivity > 939.999998: 0 (5.0) 
|   TOXR = 1: 0 (6.0) 
 
Number of Leaves  :  26 
Size of the tree :  48 
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=== Evaluation on test set === 
 
Correctly Classified Instances          68               59.6491 % 
Incorrectly Classified Instances        46               40.3509 % 
Kappa statistic                          0.1509 
Mean absolute error                      0.391  
Root mean squared error                  0.5816 
Relative absolute error                 92.8539 % 
Root relative squared error            127.1211 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 49 31 |  a = 0 
 15 19 |  b = 1 
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Appendix 22: Classification tree Asellus, Sediments Flanders, Subset 3, PCF=0.25 
 
DO <= 2.7: 0 (35.0) 
DO > 2.7 
|   TOXR = 0 
|   |   As <= 16.7 
|   |   |   Day <= 273 
|   |   |   |   Depth <= 0.2: 0 (17.0) 
|   |   |   |   Depth > 0.2 
|   |   |   |   |   Flowvelocity = 0: 0 (2.0) 
|   |   |   |   |   Flowvelocity = 1 
|   |   |   |   |   |   Totalphosphorus <= 1920 
|   |   |   |   |   |   |   Pb <= 18 
|   |   |   |   |   |   |   |   Width <= 9: 1 (4.0/1.0) 
|   |   |   |   |   |   |   |   Width > 9: 0 (2.0) 
|   |   |   |   |   |   |   Pb > 18: 0 (11.0) 
|   |   |   |   |   |   Totalphosphorus > 1920: 1 (5.0/1.0) 
|   |   |   |   |   Flowvelocity = 2 
|   |   |   |   |   |   pH <= 7.97 
|   |   |   |   |   |   |   Hg <= 0.243 
|   |   |   |   |   |   |   |   Zn <= 149 
|   |   |   |   |   |   |   |   |   As <= 4.4: 1 (7.0/2.0) 
|   |   |   |   |   |   |   |   |   As > 4.4 
|   |   |   |   |   |   |   |   |   |   Clay <= 10: 0 (10.0) 
|   |   |   |   |   |   |   |   |   |   Clay > 10 
|   |   |   |   |   |   |   |   |   |   |   Depth <= 0.75: 1 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   Depth > 0.75: 0 (3.0) 
|   |   |   |   |   |   |   |   Zn > 149: 0 (16.0) 
|   |   |   |   |   |   |   Hg > 0.243: 1 (3.0) 
|   |   |   |   |   |   pH > 7.97: 1 (5.0) 
|   |   |   |   |   Flowvelocity = 3: 0 (23.0/3.0) 
|   |   |   |   |   Flowvelocity = 4: 0 (5.0) 
|   |   |   Day > 273 
|   |   |   |   Clay <= 12 
|   |   |   |   |   Width <= 3 
|   |   |   |   |   |   Depth <= 0.2: 1 (3.0) 
|   |   |   |   |   |   Depth > 0.2 
|   |   |   |   |   |   |   Day <= 280: 1 (6.0/1.0) 
|   |   |   |   |   |   |   Day > 280: 0 (14.0/2.0) 
|   |   |   |   |   Width > 3: 1 (11.0) 
|   |   |   |   Clay > 12: 0 (5.0) 
|   |   As > 16.7 
|   |   |   Conductivity <= 939.999998 
|   |   |   |   Conductivity <= 250: 0 (3.0) 
|   |   |   |   Conductivity > 250: 1 (23.0/2.0) 
|   |   |   Conductivity > 939.999998: 0 (5.0) 
|   TOXR = 1: 0 (6.0) 
 
Number of Leaves  :  25 
Size of the tree :  46 
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=== Evaluation on test set === 
 
Correctly Classified Instances          67               58.7719 % 
Incorrectly Classified Instances        47               41.2281 % 
Kappa statistic                          0.1389 
Mean absolute error                      0.3976 
Root mean squared error                  0.5834 
Relative absolute error                 94.4412 % 
Root relative squared error            127.5166 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 48 32 |  a = 0 
 15 19 |  b = 1 
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Appendix 23: Classification tree Asellus, Sediments Flanders, Subset 3, PCF=0.1 
 
DO <= 2.7: 0 (35.0) 
DO > 2.7 
|   As <= 16.7 
|   |   Day <= 273: 0 (122.0/27.0) 
|   |   Day > 273 
|   |   |   Clay <= 12 
|   |   |   |   Width <= 3 
|   |   |   |   |   Depth <= 0.2: 1 (3.0) 
|   |   |   |   |   Depth > 0.2 
|   |   |   |   |   |   Day <= 280: 1 (6.0/1.0) 
|   |   |   |   |   |   Day > 280: 0 (15.0/2.0) 
|   |   |   |   Width > 3: 1 (11.0) 
|   |   |   Clay > 12: 0 (5.0) 
|   As > 16.7 
|   |   Conductivity <= 939.999998 
|   |   |   Conductivity <= 250: 0 (3.0) 
|   |   |   Conductivity > 250: 1 (23.0/2.0) 
|   |   Conductivity > 939.999998: 0 (5.0) 
 
Number of Leaves  :  10 
Size of the tree :  19 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          82               71.9298 % 
Incorrectly Classified Instances        32               28.0702 % 
Kappa statistic                          0.2808 
Mean absolute error                      0.3491 
Root mean squared error                  0.4813 
Relative absolute error                 82.9114 % 
Root relative squared error            105.2033 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 68 12 |  a = 0 
 20 14 |  b = 1 
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Appendix 24: Classification tree Asellus, Sediments Flanders, Subset 3, PCF=0.01 
 
DO <= 2.7: 0 (35.0) 
DO > 2.7 
|   As <= 16.7 
|   |   Day <= 273: 0 (122.0/27.0) 
|   |   Day > 273 
|   |   |   Clay <= 12 
|   |   |   |   Width <= 3 
|   |   |   |   |   Depth <= 0.2: 1 (3.0) 
|   |   |   |   |   Depth > 0.2 
|   |   |   |   |   |   Day <= 280: 1 (6.0/1.0) 
|   |   |   |   |   |   Day > 280: 0 (15.0/2.0) 
|   |   |   |   Width > 3: 1 (11.0) 
|   |   |   Clay > 12: 0 (5.0) 
|   As > 16.7 
|   |   Conductivity <= 939.999998 
|   |   |   Conductivity <= 250: 0 (3.0) 
|   |   |   Conductivity > 250: 1 (23.0/2.0) 
|   |   Conductivity > 939.999998: 0 (5.0) 
 
Number of Leaves  :  10 
Size of the tree :  19 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          82               71.9298 % 
Incorrectly Classified Instances        32               28.0702 % 
Kappa statistic                          0.2808 
Mean absolute error                      0.3491 
Root mean squared error                  0.4813 
Relative absolute error                 82.9114 % 
Root relative squared error            105.2033 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 68 12 |  a = 0 
 20 14 |  b = 1 
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Appendix 25: Classification tree Gammarus, Zwalm river basin, Subset 1, PCF=0.5 
 
Totalphosphorus <= 0.37 
|   Depth <= 19: 1 (41.0) 
|   Depth > 19 
|   |   Flowvelocity <= 0.32: 1 (17.0) 
|   |   Flowvelocity > 0.32 
|   |   |   pH <= 7.68: 0 (4.0) 
|   |   |   pH > 7.68: 1 (14.0/3.0) 
Totalphosphorus > 0.37 
|   Distmouth <= 7396.07 
|   |   T <= 16.5 
|   |   |   Totalphosphorus <= 0.575: 0 (14.0) 
|   |   |   Totalphosphorus > 0.575: 1 (3.0/1.0) 
|   |   T > 16.5: 1 (2.0) 
|   Distmouth > 7396.07 
|   |   Totalphosphorus <= 0.76 
|   |   |   Loamclay <= 0: 0 (4.0/1.0) 
|   |   |   Loamclay > 0: 1 (17.0/1.0) 
|   |   Totalphosphorus > 0.76: 0 (3.0) 
 
Number of Leaves  :  10 
Size of the tree :  19 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          42               70      % 
Incorrectly Classified Instances        18               30      % 
Kappa statistic                          0.1615 
Mean absolute error                      0.3132 
Root mean squared error                  0.5271 
Relative absolute error                 85.6821 % 
Root relative squared error            124.5527 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  5   9 |  a = 0 
  9 37 |  b = 1 
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Appendix 26: Classification tree Gammarus, Zwalm river basin, Subset 1, PCF=0.25 
 
Totalphosphorus <= 0.37 
|   Depth <= 19: 1 (41.0) 
|   Depth > 19 
|   |   Flowvelocity <= 0.32: 1 (17.0) 
|   |   Flowvelocity > 0.32 
|   |   |   pH <= 7.68: 0 (4.0) 
|   |   |   pH > 7.68: 1 (14.0/3.0) 
Totalphosphorus > 0.37 
|   Distmouth <= 7396.07 
|   |   T <= 16.5 
|   |   |   Totalphosphorus <= 0.575: 0 (14.0) 
|   |   |   Totalphosphorus > 0.575: 1 (3.0/1.0) 
|   |   T > 16.5: 1 (2.0) 
|   Distmouth > 7396.07 
|   |   Totalphosphorus <= 0.76 
|   |   |   Loamclay <= 0: 0 (4.0/1.0) 
|   |   |   Loamclay > 0: 1 (17.0/1.0) 
|   |   Totalphosphorus > 0.76: 0 (3.0) 
 
Number of Leaves  :  10 
Size of the tree :  19 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          42               70      % 
Incorrectly Classified Instances        18               30      % 
Kappa statistic                          0.1615 
Mean absolute error                      0.3132 
Root mean squared error                  0.5271 
Relative absolute error                 85.6821 % 
Root relative squared error            124.5527 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  5   9 |  a = 0 
  9 37 |  b = 1 
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Appendix 27: Classification tree Gammarus, Zwalm river basin, Subset 1, PCF=0.1 
 
Totalphosphorus <= 0.37: 1 (76.0/7.0) 
Totalphosphorus > 0.37 
|   Distmouth <= 7396.07 
|   |   T <= 16.5 
|   |   |   Totalphosphorus <= 0.575: 0 (14.0) 
|   |   |   Totalphosphorus > 0.575: 1 (3.0/1.0) 
|   |   T > 16.5: 1 (2.0) 
|   Distmouth > 7396.07 
|   |   Totalphosphorus <= 0.76 
|   |   |   Loamclay <= 0: 0 (4.0/1.0) 
|   |   |   Loamclay > 0: 1 (17.0/1.0) 
|   |   Totalphosphorus > 0.76: 0 (3.0) 
 
Number of Leaves  :  7 
Size of the tree :  13 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          44               73.3333 % 
Incorrectly Classified Instances        16               26.6667 % 
Kappa statistic                          0.1724 
Mean absolute error                      0.2994 
Root mean squared error                  0.4744 
Relative absolute error                 81.8943 % 
Root relative squared error            112.0963 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  4 10 |  a = 0 
  6 40 |  b = 1 
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Appendix 28: Classification tree Gammarus, Zwalm river basin, Subset 1, PCF=0.01 
 
Totalphosphorus <= 0.37: 1 (76.0/7.0) 
Totalphosphorus > 0.37 
|   Distmouth <= 7396.07 
|   |   T <= 16.5 
|   |   |   Totalphosphorus <= 0.575: 0 (14.0) 
|   |   |   Totalphosphorus > 0.575: 1 (3.0/1.0) 
|   |   T > 16.5: 1 (2.0) 
|   Distmouth > 7396.07 
|   |   Totalphosphorus <= 0.76 
|   |   |   Loamclay <= 0: 0 (4.0/1.0) 
|   |   |   Loamclay > 0: 1 (17.0/1.0) 
|   |   Totalphosphorus > 0.76: 0 (3.0) 
 
Number of Leaves  :  7 
Size of the tree :  13 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          44               73.3333 % 
Incorrectly Classified Instances        16               26.6667 % 
Kappa statistic                          0.1724 
Mean absolute error                      0.2994 
Root mean squared error                  0.4744 
Relative absolute error                 81.8943 % 
Root relative squared error            112.0963 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  4 10 |  a = 0 
  6 40 |  b = 1 
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Appendix 29: Classification tree Gammarus, Zwalm river basin, Subset 2, PCF=0.5 
 
Width <= 700 
|   Ammonium <= 0.39 
|   |   T <= 12.1 
|   |   |   T <= 11.8: 1 (8.0) 
|   |   |   T > 11.8: 0 (4.0/1.0) 
|   |   T > 12.1: 1 (40.0) 
|   Ammonium > 0.39 
|   |   Poolriffle = 1: 1 (7.0/1.0) 
|   |   Poolriffle = 2: 1 (0.0) 
|   |   Poolriffle = 3 
|   |   |   Flowvelocity <= 0.48: 1 (7.0) 
|   |   |   Flowvelocity > 0.48: 0 (2.0) 
|   |   Poolriffle = 4 
|   |   |   Hollowbanks = 1: 1 (0.0) 
|   |   |   Hollowbanks = 2: 1 (2.0) 
|   |   |   Hollowbanks = 3: 1 (4.0) 
|   |   |   Hollowbanks = 4 
|   |   |   |   Banks = 0: 0 (5.0/1.0) 
|   |   |   |   Banks = 1: 1 (2.0) 
|   |   |   |   Banks = 2: 0 (0.0) 
|   |   |   Hollowbanks = 5 
|   |   |   |   pH <= 7.7 
|   |   |   |   |   Boulders <= 3.3: 1 (4.0) 
|   |   |   |   |   Boulders > 3.3: 0 (3.0/1.0) 
|   |   |   |   pH > 7.7: 0 (4.0) 
|   |   |   Hollowbanks = 6 
|   |   |   |   pH <= 7.71: 1 (2.0) 
|   |   |   |   pH > 7.71: 0 (2.0) 
|   |   Poolriffle = 5 
|   |   |   Conductivity <= 714: 1 (5.0) 
|   |   |   Conductivity > 714: 0 (4.0/1.0) 
|   |   Poolriffle = 6 
|   |   |   Suspendedsolids <= 14: 1 (5.0) 
|   |   |   Suspendedsolids > 14: 0 (2.0) 
Width > 700: 0 (7.0/1.0) 
 
Number of Leaves  :  23 
Size of the tree :  36 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          43               71.6667 % 
Incorrectly Classified Instances        17               28.3333 % 
Kappa statistic                          0.2956 
Mean absolute error                      0.2714 
Root mean squared error                  0.4793 
Relative absolute error                 74.2491 % 
Root relative squared error            113.2644 % 
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=== Confusion Matrix === 
 
  a  b   <-- classified as 
   8   6 |  a = 0 
 11 35 |  b = 1 
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Appendix 30: Classification tree Gammarus, Zwalm river basin, Subset 2, PCF=0.25 
 
Width <= 700: 1 (112.0/23.0) 
Width > 700: 0 (7.0/1.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          46               76.6667 % 
Incorrectly Classified Instances        14               23.3333 % 
Kappa statistic                          0.1322 
Mean absolute error                      0.3429 
Root mean squared error                  0.4271 
Relative absolute error                 93.7884 % 
Root relative squared error            100.913  % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  2 12 |  a = 0 
  2 44 |  b = 1 
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Appendix 31: Classification tree Gammarus, Zwalm river basin, Subset 2, PCF=0.1 
 
Width <= 700: 1 (112.0/23.0) 
Width > 700: 0 (7.0/1.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          46               76.6667 % 
Incorrectly Classified Instances        14               23.3333 % 
Kappa statistic                          0.1322 
Mean absolute error                      0.3429 
Root mean squared error                  0.4271 
Relative absolute error                 93.7884 % 
Root relative squared error            100.913  % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  2 12 |  a = 0 
  2 44 |  b = 1 
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Appendix 32: Classification tree Gammarus, Zwalm river basin, Subset 2, PCF=0.01 
 
Width <= 700: 1 (112.0/23.0) 
Width > 700: 0 (7.0/1.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          46               76.6667 % 
Incorrectly Classified Instances        14               23.3333 % 
Kappa statistic                          0.1322 
Mean absolute error                      0.3429 
Root mean squared error                  0.4271 
Relative absolute error                 93.7884 % 
Root relative squared error            100.913  % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  2 12 |  a = 0 
  2 44 |  b = 1 
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Appendix 33: Classification tree Gammarus, Zwalm river basin, Subset 3, PCF=0.5 
 
Loamclay <= 49.1 
|   Hollowbanks = 1: 1 (3.0) 
|   Hollowbanks = 2: 1 (8.0) 
|   Hollowbanks = 3: 1 (16.0) 
|   Hollowbanks = 4: 1 (14.0/1.0) 
|   Hollowbanks = 5 
|   |   Totalnitrogen <= 6.46: 0 (4.0) 
|   |   Totalnitrogen > 6.46 
|   |   |   Meandering = 1: 1 (0.0) 
|   |   |   Meandering = 2: 1 (2.0) 
|   |   |   Meandering = 3 
|   |   |   |   Totalnitrogen <= 22.5: 1 (2.0) 
|   |   |   |   Totalnitrogen > 22.5: 0 (2.0) 
|   |   |   Meandering = 4: 1 (10.0/1.0) 
|   |   |   Meandering = 5 
|   |   |   |   Depth <= 42: 1 (13.0/1.0) 
|   |   |   |   Depth > 42: 0 (4.0/1.0) 
|   |   |   Meandering = 6: 1 (0.0) 
|   Hollowbanks = 6: 1 (15.0/1.0) 
Loamclay > 49.1 
|   Orthophosphate <= 0.235: 1 (5.0) 
|   Orthophosphate > 0.235 
|   |   Ammonium <= 0.6: 0 (9.0) 
|   |   Ammonium > 0.6 
|   |   |   COD <= 16: 1 (3.0) 
|   |   |   COD > 16 
|   |   |   |   Conductivity <= 583: 1 (3.0) 
|   |   |   |   Conductivity > 583: 0 (6.0) 
 
Number of Leaves  :  19 
Size of the tree :  29 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          44               73.3333 % 
Incorrectly Classified Instances        16               26.6667 % 
Kappa statistic                          0.2195 
Mean absolute error                      0.2835 
Root mean squared error                  0.4937 
Relative absolute error                 76.6562 % 
Root relative squared error            113.9914 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  5 10 |  a = 0 
  6 39 |  b = 1 
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Appendix 34: Classification tree Gammarus, Zwalm river basin, Subset 3, PCF=0.25 
 
Loamclay <= 49.1: 1 (93.0/13.0) 
Loamclay > 49.1 
|   Orthophosphate <= 0.235: 1 (5.0) 
|   Orthophosphate > 0.235 
|   |   Ammonium <= 0.6: 0 (9.0) 
|   |   Ammonium > 0.6 
|   |   |   COD <= 16: 1 (3.0) 
|   |   |   COD > 16 
|   |   |   |   Conductivity <= 583: 1 (3.0) 
|   |   |   |   Conductivity > 583: 0 (6.0) 
 
Number of Leaves  :  6 
Size of the tree :  11 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          48               80      % 
Incorrectly Classified Instances        12               20      % 
Kappa statistic                          0.3514 
Mean absolute error                      0.2629 
Root mean squared error                  0.4156 
Relative absolute error                 71.0867 % 
Root relative squared error             95.9503 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  5 10 |  a = 0 
  2 43 |  b = 1 
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Appendix 35: Classification tree Gammarus, Zwalm river basin, Subset 3, PCF=0.1 
 
Loamclay <= 49.1: 1 (93.0/13.0) 
Loamclay > 49.1 
|   Orthophosphate <= 0.235: 1 (5.0) 
|   Orthophosphate > 0.235 
|   |   Ammonium <= 0.6: 0 (9.0) 
|   |   Ammonium > 0.6 
|   |   |   COD <= 16: 1 (3.0) 
|   |   |   COD > 16 
|   |   |   |   Conductivity <= 583: 1 (3.0) 
|   |   |   |   Conductivity > 583: 0 (6.0) 
 
Number of Leaves  :  6 
Size of the tree :  11 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          48               80      % 
Incorrectly Classified Instances        12               20      % 
Kappa statistic                          0.3514 
Mean absolute error                      0.2629 
Root mean squared error                  0.4156 
Relative absolute error                 71.0867 % 
Root relative squared error             95.9503 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  5 10 |  a = 0 
  2 43 |  b = 1 
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Appendix 36: Classification tree Gammarus, Zwalm river basin, Subset 3, PCF=0.01 
 
Loamclay <= 49.1: 1 (93.0/13.0) 
Loamclay > 49.1 
|   Orthophosphate <= 0.235: 1 (5.0) 
|   Orthophosphate > 0.235 
|   |   Ammonium <= 0.6: 0 (9.0) 
|   |   Ammonium > 0.6 
|   |   |   COD <= 16: 1 (3.0) 
|   |   |   COD > 16 
|   |   |   |   Conductivity <= 583: 1 (3.0) 
|   |   |   |   Conductivity > 583: 0 (6.0) 
 
Number of Leaves  :  6 
Size of the tree :  11 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          48               80      % 
Incorrectly Classified Instances        12               20      % 
Kappa statistic                          0.3514 
Mean absolute error                      0.2629 
Root mean squared error                  0.4156 
Relative absolute error                 71.0867 % 
Root relative squared error             95.9503 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
  5 10 |  a = 0 
  2 43 |  b = 1 
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Appendix 37: Classification tree Asellus, Zwalm river basin, Subset 1, PCF=0.5 
 
Width <= 114 
|   Banks = 0: 0 (47.0/4.0) 
|   Banks = 1: 0 (6.0/1.0) 
|   Banks = 2: 1 (2.0) 
Width > 114 
|   Strorder = 1 
|   |   Poolriffle = 1: 1 (0.0) 
|   |   Poolriffle = 2: 1 (0.0) 
|   |   Poolriffle = 3: 1 (0.0) 
|   |   Poolriffle = 4: 1 (4.0) 
|   |   Poolriffle = 5: 0 (2.0) 
|   |   Poolriffle = 6: 1 (0.0) 
|   Strorder = 2 
|   |   pH <= 7.47: 1 (3.0) 
|   |   pH > 7.47: 0 (5.0) 
|   Strorder = 3 
|   |   Orthophosphate <= 0.23 
|   |   |   Poolriffle = 1: 0 (0.0) 
|   |   |   Poolriffle = 2: 0 (2.0/1.0) 
|   |   |   Poolriffle = 3: 1 (4.0/1.0) 
|   |   |   Poolriffle = 4: 0 (3.0) 
|   |   |   Poolriffle = 5: 1 (1.0) 
|   |   |   Poolriffle = 6: 0 (1.0) 
|   |   Orthophosphate > 0.23: 1 (7.0) 
|   Strorder = 4: 1 (32.0/1.0) 
 
Number of Leaves  :  19 
Size of the tree :  26 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          43               71.6667 % 
Incorrectly Classified Instances        17               28.3333 % 
Kappa statistic                          0.4308 
Mean absolute error                      0.3183 
Root mean squared error                  0.5187 
Relative absolute error                 63.741  % 
Root relative squared error            103.79   % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 24  7  |  a = 0 
 10 19 |  b = 1 
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Appendix 38: Classification tree Asellus, Zwalm river basin, Subset 1, PCF=0.25 
 
Width <= 114: 0 (55.0/7.0) 
Width > 114 
|   Strorder = 1 
|   |   Poolriffle = 1: 1 (0.0) 
|   |   Poolriffle = 2: 1 (0.0) 
|   |   Poolriffle = 3: 1 (0.0) 
|   |   Poolriffle = 4: 1 (4.0) 
|   |   Poolriffle = 5: 0 (2.0) 
|   |   Poolriffle = 6: 1 (0.0) 
|   Strorder = 2 
|   |   pH <= 7.47: 1 (3.0) 
|   |   pH > 7.47: 0 (5.0) 
|   Strorder = 3: 1 (18.0/6.0) 
|   Strorder = 4: 1 (32.0/1.0) 
 
Number of Leaves  :  11 
Size of the tree :  15 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          45               75      % 
Incorrectly Classified Instances        15               25      % 
Kappa statistic                          0.4978 
Mean absolute error                      0.2873 
Root mean squared error                  0.439  
Relative absolute error                 57.5344 % 
Root relative squared error             87.8385 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 25  6 |  a = 0 
  9 20 |  b = 1 
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Appendix 39: Classification tree Asellus, Zwalm river basin, Subset 1, PCF=0.1 
 
Width <= 114: 0 (55.0/7.0) 
Width > 114: 1 (64.0/14.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          46               76.6667 % 
Incorrectly Classified Instances        14               23.3333 % 
Kappa statistic                          0.5339 
Mean absolute error                      0.3241 
Root mean squared error                  0.4267 
Relative absolute error                 64.9057 % 
Root relative squared error             85.3906 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 23  8 |  a = 0 
  6 23 |  b = 1 
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Appendix 40: Classification tree Asellus, Zwalm river basin, Subset 1, PCF=0.01 
 
Width <= 114: 0 (55.0/7.0) 
Width > 114: 1 (64.0/14.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          46               76.6667 % 
Incorrectly Classified Instances        14               23.3333 % 
Kappa statistic                          0.5339 
Mean absolute error                      0.3241 
Root mean squared error                  0.4267 
Relative absolute error                 64.9057 % 
Root relative squared error             85.3906 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 23  8 |  a = 0 
  6 23 |  b = 1 
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Appendix 41: Classification tree Asellus, Zwalm river basin, Subset 2, PCF=0.5 
 
Width <= 267 
|   Hollowbanks = 1: 0 (0.0) 
|   Hollowbanks = 2 
|   |   Flowvelocity <= 0.43: 0 (2.0) 
|   |   Flowvelocity > 0.43: 1 (2.0) 
|   Hollowbanks = 3: 0 (11.0/1.0) 
|   Hollowbanks = 4 
|   |   Depth <= 22: 0 (15.0) 
|   |   Depth > 22: 1 (2.0) 
|   Hollowbanks = 5 
|   |   Strorder = 1 
|   |   |   Totalphosphorus <= 0.13: 1 (2.0) 
|   |   |   Totalphosphorus > 0.13: 0 (20.0/1.0) 
|   |   Strorder = 2: 1 (5.0/1.0) 
|   |   Strorder = 3 
|   |   |   Flowvelocity <= 0.71: 0 (4.0) 
|   |   |   Flowvelocity > 0.71: 1 (2.0) 
|   |   Strorder = 4: 0 (1.0) 
|   Hollowbanks = 6 
|   |   Gravel <= 16.3 
|   |   |   Suspendedsolids <= 23 
|   |   |   |   Nitrate <= 2.19: 1 (3.0) 
|   |   |   |   Nitrate > 2.19 
|   |   |   |   |   T <= 14.7: 0 (3.0) 
|   |   |   |   |   T > 14.7: 1 (3.0/1.0) 
|   |   |   Suspendedsolids > 23: 0 (5.0) 
|   |   Gravel > 16.3: 1 (5.0) 
Width > 267: 1 (34.0/1.0) 
 
Number of Leaves  :  18 
Size of the tree :  29 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          44               73.3333 % 
Incorrectly Classified Instances        16               26.6667 % 
Kappa statistic                          0.4649 
Mean absolute error                      0.2868 
Root mean squared error                  0.4895 
Relative absolute error                 57.4347 % 
Root relative squared error             97.9583 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 24  7 |  a = 0 
  9 20 |  b = 1 
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Appendix 42: Classification tree Asellus, Zwalm river basin, Subset 2, PCF=0.25 
 
Width <= 267 
|   Hollowbanks = 1: 0 (0.0) 
|   Hollowbanks = 2 
|   |   Flowvelocity <= 0.43: 0 (2.0) 
|   |   Flowvelocity > 0.43: 1 (2.0) 
|   Hollowbanks = 3: 0 (11.0/1.0) 
|   Hollowbanks = 4 
|   |   Depth <= 22: 0 (15.0) 
|   |   Depth > 22: 1 (2.0) 
|   Hollowbanks = 5 
|   |   Strorder = 1 
|   |   |   Totalphosphorus <= 0.13: 1 (2.0) 
|   |   |   Totalphosphorus > 0.13: 0 (20.0/1.0) 
|   |   Strorder = 2: 1 (5.0/1.0) 
|   |   Strorder = 3 
|   |   |   Flowvelocity <= 0.71: 0 (4.0) 
|   |   |   Flowvelocity > 0.71: 1 (2.0) 
|   |   Strorder = 4: 0 (1.0) 
|   Hollowbanks = 6 
|   |   Gravel <= 16.3 
|   |   |   Suspendedsolids <= 23 
|   |   |   |   Nitrate <= 2.19: 1 (3.0) 
|   |   |   |   Nitrate > 2.19 
|   |   |   |   |   T <= 14.7: 0 (3.0) 
|   |   |   |   |   T > 14.7: 1 (3.0/1.0) 
|   |   |   Suspendedsolids > 23: 0 (5.0) 
|   |   Gravel > 16.3: 1 (5.0) 
Width > 267: 1 (34.0/1.0) 
 
Number of Leaves  :  18 
Size of the tree :  29 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          44               73.3333 % 
Incorrectly Classified Instances        16               26.6667 % 
Kappa statistic                          0.4649 
Mean absolute error                      0.2868 
Root mean squared error                  0.4895 
Relative absolute error                 57.4347 % 
Root relative squared error             97.9583 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 24  7 |  a = 0 
  9 20 |  b = 1 
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Appendix 43: Classification tree Asellus, Zwalm river basin, Subset 2, PCF=0.1 
 
Width <= 267: 0 (85.0/24.0) 
Width > 267: 1 (34.0/1.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          45               75      % 
Incorrectly Classified Instances        15               25      % 
Kappa statistic                          0.4921 
Mean absolute error                      0.3322 
Root mean squared error                  0.4195 
Relative absolute error                 66.523  % 
Root relative squared error             83.9366 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 30  1  |  a = 0 
 14 15 |  b = 1 
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Appendix 44: Classification tree Asellus, Zwalm river basin, Subset 2, PCF=0.01 
 
Width <= 267: 0 (85.0/24.0) 
Width > 267: 1 (34.0/1.0) 
 
Number of Leaves  :  2 
Size of the tree :  3 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          45               75      % 
Incorrectly Classified Instances        15               25      % 
Kappa statistic                          0.4921 
Mean absolute error                      0.3322 
Root mean squared error                  0.4195 
Relative absolute error                 66.523  % 
Root relative squared error             83.9366 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 30   1 |  a = 0 
 14 15 |  b = 1 
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Appendix 45: Classification tree Asellus, Zwalm river basin, Subset 3, PCF=0.5 
 
Width <= 250 
|   Width <= 123 
|   |   Banks = 0: 0 (44.0/5.0) 
|   |   Banks = 1 
|   |   |   T <= 15.1: 0 (8.0) 
|   |   |   T > 15.1: 1 (4.0) 
|   |   Banks = 2 
|   |   |   Conductivity <= 738: 1 (2.0) 
|   |   |   Conductivity > 738: 0 (3.0) 
|   Width > 123 
|   |   Distmouth <= 15778.284 
|   |   |   Width <= 144: 1 (9.0) 
|   |   |   Width > 144 
|   |   |   |   Ammonium <= 0.23: 1 (3.0) 
|   |   |   |   Ammonium > 0.23: 0 (7.0/1.0) 
|   |   Distmouth > 15778.284: 0 (4.0) 
Width > 250: 1 (35.0/2.0) 
 
Number of Leaves  :  10 
Size of the tree :  18 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          52               86.6667 % 
Incorrectly Classified Instances         8               13.3333 % 
Kappa statistic                          0.733  
Mean absolute error                      0.1908 
Root mean squared error                  0.3532 
Relative absolute error                 38.2041 % 
Root relative squared error             70.6811 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 27  4 |  a = 0 
  4 25 |  b = 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 346

Appendix 46: Classification tree Asellus, Zwalm river basin, Subset 3, PCF=0.25 
 
Width <= 250 
|   Width <= 123 
|   |   Banks = 0: 0 (44.0/5.0) 
|   |   Banks = 1 
|   |   |   T <= 15.1: 0 (8.0) 
|   |   |   T > 15.1: 1 (4.0) 
|   |   Banks = 2 
|   |   |   Conductivity <= 738: 1 (2.0) 
|   |   |   Conductivity > 738: 0 (3.0) 
|   Width > 123 
|   |   Distmouth <= 15778.284 
|   |   |   Width <= 144: 1 (9.0) 
|   |   |   Width > 144 
|   |   |   |   Ammonium <= 0.23: 1 (3.0) 
|   |   |   |   Ammonium > 0.23: 0 (7.0/1.0) 
|   |   Distmouth > 15778.284: 0 (4.0) 
Width > 250: 1 (35.0/2.0) 
 
Number of Leaves  :  10 
Size of the tree :  18 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          52               86.6667 % 
Incorrectly Classified Instances         8               13.3333 % 
Kappa statistic                          0.733  
Mean absolute error                      0.1908 
Root mean squared error                  0.3532 
Relative absolute error                 38.2041 % 
Root relative squared error             70.6811 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 27  4 |  a = 0 
  4 25 |  b = 1 
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Appendix 47: Classification tree Asellus, Zwalm river basin, Subset 3, PCF=0.1 
 
Width <= 250 
|   Width <= 123 
|   |   Banks = 0: 0 (44.0/5.0) 
|   |   Banks = 1 
|   |   |   T <= 15.1: 0 (8.0) 
|   |   |   T > 15.1: 1 (4.0) 
|   |   Banks = 2 
|   |   |   Conductivity <= 738: 1 (2.0) 
|   |   |   Conductivity > 738: 0 (3.0) 
|   Width > 123 
|   |   Distmouth <= 15778.284 
|   |   |   Width <= 144: 1 (9.0) 
|   |   |   Width > 144 
|   |   |   |   Ammonium <= 0.23: 1 (3.0) 
|   |   |   |   Ammonium > 0.23: 0 (7.0/1.0) 
|   |   Distmouth > 15778.284: 0 (4.0) 
Width > 250: 1 (35.0/2.0) 
 
Number of Leaves  :  10 
Size of the tree :  18 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          52               86.6667 % 
Incorrectly Classified Instances         8               13.3333 % 
Kappa statistic                          0.733  
Mean absolute error                      0.1908 
Root mean squared error                  0.3532 
Relative absolute error                 38.2041 % 
Root relative squared error             70.6811 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 27  4 |  a = 0 
  4 25 |  b = 1 
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Appendix 48: Classification tree Asellus, Zwalm river basin, Subset 3, PCF=0.01 
 
Width <= 250 
|   Width <= 123: 0 (61.0/11.0) 
|   Width > 123 
|   |   Distmouth <= 15778.284 
|   |   |   Width <= 144: 1 (9.0) 
|   |   |   Width > 144 
|   |   |   |   Ammonium <= 0.23: 1 (3.0) 
|   |   |   |   Ammonium > 0.23: 0 (7.0/1.0) 
|   |   Distmouth > 15778.284: 0 (4.0) 
Width > 250: 1 (35.0/2.0) 
 
Number of Leaves  :  6 
Size of the tree :  11 
 
=== Evaluation on test set === 
 
Correctly Classified Instances          52               86.6667 % 
Incorrectly Classified Instances         8               13.3333 % 
Kappa statistic                          0.7324 
Mean absolute error                      0.2168 
Root mean squared error                  0.3517 
Relative absolute error                 43.415  % 
Root relative squared error             70.3686 % 
 
=== Confusion Matrix === 
 
  a  b   <-- classified as 
 28  3 |  a = 0 
  5 24 |  b = 1 
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Appendix 49: ANN, P/A, Gammarus and Asellus, Sediments Flanders, Weights 
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Appendix 50: ANN, P/A, Gammarus and Asellus, Sediments Flanders, PaD 
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Appendix 51: ANN, P/A, Gammarus and Asellus, Sediments Flanders, Perturb 
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Appendix 52: ANN, P/A, Gammarus and Asellus, Sediments Flanders, Stepwise Reg 
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Appendix 53: ANN, P/A, Gammarus and Asellus, Sediments Flanders, Stepwise Imp 
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Appendix 54: ANN, P/A, Gammarus and Asellus, Sediments Flanders, Profile 
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Appendix 55: ANN, ABUN, Gammarus and Asellus, Sediments Flanders, Weights 
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Appendix 56: ANN, ABUN, Gammarus and Asellus, Sediments Flanders, PaD 
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Appendix 57: ANN, ABUN, Gammarus and Asellus, Sediments Flanders, Perturb 
 
Gammarus 
 

0

5

10

15

20

25

30

35

D
ay

W
id

th
D

ep
th

Fl
ow

 v
el

oc
ity

C
la

y
Lo

am
 

Sa
nd

Te
m

pe
ra

tu
re pH

D
is

so
lv

ed
 o

xy
ge

n
C

on
du

ct
iv

ity
O

rg
an

ic
 m

at
te

r
TO

XT
TO

XR
To

ta
l p

ho
sp

ho
ru

s
Kj

el
da

hl
 n

itr
og

en C
r

Pb As C
d

C
u

H
g N
i

Zn

C
on

tr
ib

ut
io

n 
(%

)

 
 
 
Asellus 
 

0

2

4

6

8

10

12

14

D
ay

W
id

th
D

ep
th

Fl
ow

 v
el

oc
ity

C
la

y
Lo

am
 

Sa
nd

Te
m

pe
ra

tu
re pH

D
is

so
lv

ed
 o

xy
ge

n
C

on
du

ct
iv

ity
O

rg
an

ic
 m

at
te

r
TO

XT
TO

XR
To

ta
l p

ho
sp

ho
ru

s
Kj

el
da

hl
 n

itr
og

en C
r

Pb As C
d

C
u

H
g N
i

Zn

C
on

tr
ib

ut
io

n 
(%

)

 
 
 
 
 
 



 359

Appendix 58: ANN, ABUN, Gammarus and Asellus, Sediments Flanders, Stepwise Reg 
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Appendix 59: ANN, ABUN, Gammarus and Asellus, Sediments Flanders, Stepwise Imp 
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Appendix 60: ANN, ABUN, Gammarus and Asellus, Sediments Flanders, Profile 
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Appendix 61: ANN, P/A, Gammarus and Asellus, Zwalm river basin, Weights 
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Appendix 62: ANN, P/A, Gammarus and Asellus, Zwalm river basin, PaD 
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Appendix 63: ANN, P/A, Gammarus and Asellus, Zwalm river basin, Perturb 
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Appendix 64: ANN, P/A, Gammarus and Asellus, Zwalm river basin, Stepwise Reg 
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Appendix 65: ANN, P/A, Gammarus and Asellus, Zwalm river basin, Stepwise Imp 
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Appendix 66: ANN, P/A, Gammarus and Asellus, Zwalm river basin, Profile 
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Asellus 
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Appendix 67: ANN, ABUN, Gammarus and Asellus, Zwalm river basin, Weights 
 
Gammarus 
 

0
1
2
3
4
5
6
7
8
9

10

W
id

th
Ba

nk
s

M
ea

nd
er

in
g

Po
ol

/R
iff

le
H

ol
lo

w
 b

ed
s

D
ep

th
Fl

ow
 v

el
oc

ity pH
Te

m
pe

ra
tu

re
D

is
so

lv
ed

 o
xy

ge
n

C
on

du
ct

iv
ity

Su
sp

en
de

d 
so

lid
s

Am
m

on
iu

m
N

itr
at

e
To

ta
l n

itr
og

en
Ph

os
ph

at
e

To
ta

l p
ho

sp
ho

ru
s

C
O

D
Bo

ul
de

rs
G

ra
ve

l
Sa

nd
Lo

am
/c

la
y

D
is

ta
nc

e 
to

 m
ou

th
St

re
am

 o
rd

er

C
on

tr
ib

ut
io

n 
(%

)

 
 
 
Asellus 
 

0
1
2
3
4
5
6
7
8
9

10

W
id

th
Ba

nk
s

M
ea

nd
er

in
g

Po
ol

/R
iff

le
H

ol
lo

w
 b

ed
s

D
ep

th
Fl

ow
 v

el
oc

ity pH
Te

m
pe

ra
tu

re
D

is
so

lv
ed

 o
x

C
on

du
ct

iv
ity

Su
sp

 s
ol

id
s

Am
m

on
iu

m
N

itr
at

e
To

ta
l n

itr
og

en
Ph

os
ph

at
e

To
ta

l p
ho

sp
ho

ru
s

C
O

D
Bo

ul
de

rs
G

ra
ve

l
Sa

nd
Lo

am
/c

la
y

D
is

t t
o 

m
ou

th
St

re
am

 o
rd

er

C
on

tr
ib

ut
io

n 
(%

)

 
 
 
 



 371

Appendix 68: ANN, ABUN, Gammarus and Asellus, Zwalm river basin, PaD 
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Appendix 69: ANN, ABUN, Gammarus and Asellus, Zwalm river basin, Perturb 
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Appendix 70: ANN, ABUN, Gammarus and Asellus, Zwalm river basin, Stepwise Reg 
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Appendix 71: ANN, ABUN, Gammarus and Asellus, Zwalm river basin, Stepwise Imp 
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Appendix 72: ANN, ABUN, Gammarus and Asellus, Zwalm river basin, Profile 
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Appendix 73: numerical performance indicator values of the ANN models applied for the 
simulation of the practical restoration options in Chapter 6 
 
 

Asellus CCI K 
Subset 1 0.78 0.57 
Subset 2 0.77 0.53 
Subset 3 0.78 0.57 
   
Gammarus   
Subset 1 0.77 0.35 
Subset 2 0.73 0.22 
Subset 3 0.82 0.41 
   
Erpobdella   
Subset 1 0.83 0.65 
Subset 2 0.77 0.48 
Subset 3 0.78 0.55 
   
Baetis   
Subset 1 0.75 0.20 
Subset 2 0.68 0.14 
Subset 3 0.67 0.12 
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