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Résumé 

Cette thèse étudie l'interaction entre les stations d’épuration (STEP) et le changement 

climatique: soit en premier lieu la production ainsi que les émissions de gaz à effet de 

serre (GES), en particulier le protoxyde d’azote (N2O), généré à la STEP et en second lieu 

l’effet des pluies plus intenses dues aux changements climatiques sur la STEP. Des 

campagnes de mesure sur le terrain et la modélisation à échelle réelle ont été utilisées 

conjointement dans cette recherche. 

Une campagne de mesure d'une durée d’un mois a été réalisée dans une STEP traitant 

les eaux usées de 750,000 équivalents habitants, soit la STEP d’Eindhoven aux Pays-Bas. 

Des capteurs en ligne ont été installés dans la zone d'aération du bioréacteur. 

Une usine virtuelle de grande échelle, soit la STEP décrit par le Benchmark Simulation 

Model No.2 (BSM2), ainsi qu’une usine réelle de grande échelle, soit la STEP d’Eindhoven 

aux Pays-Bas, étaient incluses dans cette étude. Dans les deux cas, les modèles ont été 

modifiés afin de prendre en compte les GES, en particulier la production de N2O. Deux 

modèles de boues activées (ASM) ont été développés, soit l’ASMG1 et l’ASMG2d. En plus 

de la conversion de N2O par les bactéries hétérotrophes, les deux modèles sont en 

mesure de simuler la production de N2O par la dénitrification catalysée par les bactéries 

oxydant l'ammoniac (AOB). Les modèles  décrivent aussi l'effet de l’oxygène dissous (OD) 

sur la cinétique de production de N2O par les AOB grâce à une modification de la cinétique 

d’Haldane. 

Les résultats montrent que les AOB produisent beaucoup de N2O tandis que les 

hétérotrophes en consomment considérablement. Les émissions de N2O augmentent 

lorsque les concentrations de NH4
+ sont élevées et que les concentrations d’OD sont 

modérées (jusqu’à 2.5 mg O2/l dans cette étude). Ces conditions peuvent avoir été créées 
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par le contrôle en cascade de NH4
+-OD qui vise à réduire la consommation d'énergie en 

diminuant les concentrations d'OD lorsque la concentration de NH4
+ est suffisamment 

faible. En outre, ce contrôleur en cascade est une stratégie de rétroaction à gain faible. 

C'est-à-dire, un retard significatif se produit entre la détection d'une augmentation de NH4
+ 

et l'accroissement de l'aération. Toutes ces propriétés produisent des conditions 

favorables à la production de N2O par les bactéries AOB. 

Différents scénarios alternatifs ainsi que des stratégies de contrôle ont été comparés selon 

la qualité de l'effluent, le coût d’opération et les émissions de GES. Dans le cadre de 

BSM2, un bon équilibre entre la qualité de l'effluent, le coût d’opération et les émissions de 

GES a été obtenu avec à la mise en œuvre d'un contrôleur rétroactif pur de l’OD sur la 

première zone d'aération et d’un contrôleur en cascade de NH4
+-DO sur les deux zones 

d'aération suivantes et en utilisant soit une stratégie d'alimentation étagée ou le contrôle 

du recyclage des boues afin de gérer les pics de  débits. 

 

Mots-clés: 

Traitement des eaux usées par boues activées, contrôle de procédé, campagne de 

mesures en terrain, modélisation mathématique à échelle grandeur réelle, gaz à effet de 

serre, protoxyde d’azote, temps de pluie  
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Abstract 

This PhD thesis studied the interaction between wastewater treatment plants (WWTPs) 

and climate change, i.e. the production and emission of greenhouse gases (GHGs), 

especially nitrous oxide (N2O), from WWTPs and the effect of the climate change induced 

more intense rain events on WWTPs. Both field measurements and full-scale modelling 

were pursued in this research. 

A one-month measurement campaign was performed by installing on-line sensors at the 

aeration zone of the bioreactor of a 750,000 person equivalents WWTP, i.e. the Eindhoven 

WWTP in the Netherlands. The models of a full-scale virtual plant, i.e. the Benchmark 

Simulation Model No.2 (BSM2), and a full-scale real plant, i.e. the Eindhoven WWTP in the 

Netherlands, were extended with respect to GHG emissions, especially the pathways 

involving N2O. Two types of extended Activated Sludge Models (ASM) were developed, i.e. 

ASMG1 for COD/N removal and ASMG2d for COD/N/P removal. Besides heterotrophic 

N2O production, both proposed models include N2O production by nitrite denitrification by 

ammonia-oxidizing bacteria (AOB) and describe the DO effect on AOB N2O production by 

a modified Haldane kinetics term.    

Results showed that AOB are the major producer of N2O while the heterotrophs consume 

N2O considerably. The high N2O emissions occurred under high NH4
+ and intermediate 

DO concentrations (up to 2.5 mg O2/l in this work). Such conditions can be created by 

NH4
+-DO cascade control which aims at reducing energy consumption by lowering the DO 

concentrations when the NH4
+ concentration is sufficiently low. Moreover, this cascade 

controller is a low-gain feedback control strategy, i.e. a significant delay will occur between 

the detection of a NH4
+ increase and the increase in aeration. All these properties lead to 

conditions favourable to N2O production by AOB.  
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Different alternative scenarios and control strategies were compared in terms of effluent 

quality, operational cost and GHG emissions. In the framework of BSM2, a good balance 

among effluent quality, operational cost and GHG emissions was realized by implementing 

a pure DO feedback controller in the first aeration zone and a NH4
+-DO cascade controller 

in the following two aeration zones and using either step feed or sludge recycling control to 

deal with hydraulic shocks. 

 

Keywords:  

Activated sludge, wastewater treatment, process control, field measurements, full-scale 

mathematical modelling, greenhouse gases, nitrous oxide, wet weather conditions 
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1 Introduction 

Wastewater treatment plants (WWTPs) are large human engineering constructions used to 

treat wastewater produced by municipalities and industries. They are developed and 

designed to have a positive impact on the aquatic environment. Indeed, the treated 

wastewater that is discharged to the receiving natural water body is much higher in quality 

than raw sewage and, hence, preserves its quality. However, recent studies investigated 

the relation between WWTPs and climate change more closely. The latter is found to be a 

bidirectional effect. On the one hand, WWTPs produce greenhouse gases (GHGs), mainly 

including carbon dioxide (CO2), nitrous oxide (N2O) and methane (CH4). GHGs are 

regarded as contributing to global warming or climate change, although the specific 

relationship is still under research and debate. On the other hand, climate change causes 

an increasing number of extreme weather events, e.g. storms, which bring (hydraulic) 

shock loads to WWTPs and affect plant operation and performance.  

Among the aforementioned GHGs, N2O is more powerful compared to CH4 and CO2. 

According to the report of Intergovernmental Panel on Climate Change (IPCC, 2013), the 

global warming potential (GWP) value for N2O is 298 in CO2 equivalents for a 100-year 

time horizon, i.e. 1 kilogram (kg) of N2O has the same global warming effect as 298 kg of 

CO2. Hence, full-scale measurement campaigns of N2O is necessary and urgent for proper 

evaluation of N2O emissions from WWTPs and, hence, to quantify the local and global 

contribution of WWTPs to climate change. Moreover, in view of mitigation, the N2O 

generation mechanism, especially through autotrophic pathways, should be understood, 

which is not the case to date. This would allow for control strategies for emission mitigation 

to be developed, with special considerations for N2O emissions but also trading off 

between GHG emissions, energy consumption and effluent quality standards instead of 
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only focusing on the latter two criteria. Such a complex interplay of processes calls for a 

model-based approach. 

Based on such studies, the general process models, e.g. Activated Sludge Model No.1 

(ASM1)-ASM3 (Henze et al., 2000), should be extended with pathways for N2O production 

by both heterotrophs and autotrophs. The integrated model can then be applied to full-

scale plants to provide a comprehensive understanding on the N2O emissions over the 

whole process.  

Climate change on the other hand may have negative effects on WWTPs performance. 

Extreme rain events bring a sudden hydraulic shock to WWTPs which usually exceeds the 

capacity of WWTPs. Meanwhile, in combined sewer systems, after a long period of 

drought, a large amount of deposits are flushed with stormwater and transported to 

WWTPs. This further impairs the solids removal performance of primary and secondary 

clarifiers (Henze et al., 2008). Moreover, rain events may also have effects on N2O 

emissions and total GHG emissions but no literature is available on this topic as far as the 

author is aware. It thus deserves to be further studied through experiments and plant-wide 

simulations.  

The scope of this study is limited to the N2O production and emission for biological nutrient 

removal processes in WWTPs. Instead of process mechanism studies run in lab-scale 

experiments, this research was carried out on full-scale plants to investigate N2O 

emissions and production by different processes in a whole treatment plant, especially 

from the activated sludge reactor, and under complex and less controlled conditions, e.g. 

different weather conditions. 
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2 Literature review 

2.1 GHGs emissions from WWTPs 

2.1.1 WWTPs borne GHGs: classification and evaluation framework  

Generally, in a WWTP there are fossil CO2, biogenic CO2 and biogenic non-CO2 GHG 

emissions. The fossil CO2 and the biogenic CO2 is related to the long-term and the short-

term carbon cycle in the biosphere respectively. The atmosphere gaseous CO2 is taken up 

by plants or autotrophic bacteria, like ammonia-oxidizing bacteria (AOB) and nitrite-

oxidizing bacteria (NOB), to produce carbohydrates through photosynthesis or 

chemosynthesis. The plants are the food for animals which means the carbon assimilated 

in plants is transferred to animals. However, the carbohydrates are also decomposed into 

CO2 that is released again to the atmosphere through respiration by the organisms.  Such 

a carbon cycle is called the short-term carbon cycle and the gaseous CO2 in this cycle is 

called biogenic CO2. After the organisms die, their dead cells sink to the rocks under the 

earth and after millions of years become fuels such as coal or oil. These fuels are explored 

by mankind to produce energy. CO2 produced by burning these fossils is called fossil CO2 

and the corresponding carbon cycle is a comparatively long-term process. In the 

evaluation framework of the Intergovernmental Panel on Climate Change (IPCC, 2006), 

the fossil CO2 is included for evaluating the total GHG emissions while the biogenic CO2 is 

not included. Besides CO2, there are also biogenic non-CO2 GHGs produced in WWTPs, 

like CH4 and N2O. They do not participate in the carbon cycle but have high GWP values. 

These non-CO2 GHGs are also included in the evaluation framework of the IPCC (2006).  

However, U.S. Environmental Protection Agency (U.S. EPA, 2013) suggests that the effect 

of biogenic CO2 on climate change should be evaluated in the same framework as N2O, 

CH4 and fossil CO2. 
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According to the concept of the Bridle model (Bridle et al., 2008), which was developed 

starting from the comprehensive model of Monteith et al. (2005), the GHG emissions from 

the wastewater treatment plants can be divided into five parts: (1) biotreatment, (2) sludge 

processing and digestion, (3) net power, (4) chemical use and (5) sludge disposal and 

reuse. However, the Bridle model does not include the GHG emissions due to the 

construction and decommissioning of the plant and the reaction of the pollutants, e.g. 

nitrogen (N), remained in effluent. Figure 2.1 shows the CO2 emission sources of a WWTP 

based on the Bridle model. In a WWTP context, N2O is produced in nitrogen removal 

processes and CH4 is a product of sludge digestion. N2O and CH4 can be expressed in 

CO2 equivalents through the GWP index. Energy consumption for aeration, pumping, etc. 

and chemical use can also be converted into CO2 equivalents if they are fossil-sourced. 

However, the WWTP’s fossil CO2 can be reduced by using CH4 which is produced during 

sludge treatment. Usually the CO2 emissions occur through biomass decay, organics 

degradation and sludge processing, which are considered as biogenic CO2 and, hence, 

are excluded from the evaluation (IPCC, 2006). However, an isotope experiment in 

Australia showed that 4-14% of the influent wastewater contained fossil carbon (e.g. as 

part of detergents and other chemicals produced in the petrochemical industry). 88-98% of 

these fossil carbons were removed either through biomass assimilation or through 

transformation into CO2 (Law et al., 2013). 
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Figure 2.1 GHG emission sources from a WWTP. The GWP values are from the IPCC 
report (2013).  

 

According to reports of the U.S. EPA (2013) and the Electric Power Research Institute 

(EPRI, 2002), CH4 and N2O emissions from WWTPs account for about 0.4% and the 

electricity consumption makes up about 1.3% of the total national GHG emissions. 

According to the 2005 Australian National Greenhouse Gas Inventory (NGGI), CH4 and 

N2O emissions from WWTPs contribute 0.4% of the total national GHG emissions (Foley 

et al., 2008). However, these numbers should be treated with care as the N2O emission is 

calculated following the method proposed by the IPCC (2006), i.e. based on generic 

emission factors. In IPCC (2006), the default N2O emission factor is 0.005 kg N2O-N/kg N 

discharged as wastewater effluent and it is 2.24 g N2O-N/person/year for the N2O 

emissions during the wastewater treatment at the plant. In other words, these values are 

not based on specific processes and mechanisms. This has been stated to significantly 

underestimate N2O emissions (Ahn et al., 2010; Foley et al., 2010). On the other hand, 

since CH4 is a useful source of renewable energy, it only leads to biogenic CO2 and thus 

reduces the fossil CO2 when assuming that all CH4 can be used as energy supply. 
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2.1.2 Full-scale N2O emissions  

For comparison purposes of N2O emission quantities among different conditions, types of 

WWTPs and plant locations, it would be better to normalize the measurement data rather 

than using N2O emission rates directly. Usually, the N2O emission is normalized to the 

nitrogen load, i.e. kg N2O-N per kg of nitrogen where the latter can be either influent or 

removed load of either total nitrogen (TN) or total Kjeldahl nitrogen (TKN). It is 

recommended to use the removed nitrogen but it is also dependent on the reactor type 

(Porro et al., 2014). For example, in a one-stage partial nitritation-anammox system, it is 

hard to differentiate the amount of NH4
+ removed by AOB and by anammox bacteria. 

Therefore, under such situations, it is suggested to use nitrogen influent load.   

A survey of 12 WWTPs of various treatment processes across the USA (Ahn et al., 2010) 

reported N2O emission factors of 0.01-1.8% or 0.01-3.3 % which were normalized 

respectively by influent TKN load and removed TN load. The measurements compared 

N2O emissions between the aerated zone and the non-aerated zone and stated that 

generally the aerated zone emitted more N2O. Another full-scale experimental campaign 

was carried out at 7 WWTPs in Australia (Foley et al., 2010) which to a large extent 

covered the typical full-scale biological nutrient removal processes in use, and N2O 

generation was 0.6-25.3% of influent TN removed. Full-scale measurements also showed 

that the process technologies, in which the dissolved oxygen (DO) was evenly distributed 

to encourage simultaneous nitrification and denitrification (e.g. an oxidation ditch) emits 

low N2O (Ahn et al., 2010; Foley et al., 2010). Ye et al. (2013) proposed a method for 

measuring the N2O emissions from open oxidation ditches equipped with surface aerators. 

This method calculated the N2O emissions from the gas transfer coefficient and dissolved 

N2O measurements, resulting in an emission factor of 0.16-0.52% of influent TKN load for 

the Australian WWTP.  
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One year dynamic N2O emissions were calculated using the on-line data of dissolved N2O 

concentration and the off-gas gas flow rate at a WWTP in the Netherlands (Daelman et al., 

2013a). The results from the different measurement strategies suggested that long-term 

on-line sampling better estimated the N2O emissions and better captured the N2O variation 

dynamics. Given the cost of such a one-year campaign, the experiment can be designed 

as a set of short-term sampling periods randomly distributed over the year (Daelman et al., 

2013a). 

 

2.2 N2O production pathways 

The production of N2O in wastewater treatment processes can be related to different 

mechanisms which are either chemical or biochemical in nature. 

2.2.1 Biochemical pathways 

Figure 2.2 shows the mechanisms involved in the biochemical N removal process. In the 

traditional theory, biological N-removal is described by 2-step autotrophic nitrification, 

ammonia (NH4
+) 
 nitrite (NO2

-) 
 nitrate (NO3

-), and 4-step heterotrophic denitrification, 

NO3
- 
 NO2

- 
 nitric oxide (NO)  N2O  dinitrogen (N2). Therefore, N2O is only 

considered to be an intermediate product of the heterotrophic denitrification. 
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Figure 2.2 Scheme of biochemical N removal and N2O productions (AMO: ammonia 
monooxygenase; HAO: hydroxylamine oxidoreductase; NAR: nitrate reductase; NiRK: 
nitrite reductase used by AOB; NiR: nitrite reductase; NOR: nitric-oxide reductase; NOS: 
nitrous oxide reductase; NXR: nitrite oxidoreductase). 

 

Besides the heterotrophic denitrification, N2O may also be the result of the autotrophic 

metabolisms. This pathway is still under debate but the general view attributes the 

autotrophic N2O to the AOB (Bock et al., 1995; Colliver and Stephenson, 2000; Remde 

and Conrad, 1990; Schmidt and Bock, 1997). The denitrification enzymes NO2
- reductase 

and nitric oxide reductase are found to exist in N. europaea, an AOB, but N2O reductase 

converting N2O to N2 was not reported yet (Chain et al., 2003; Hooper, 1968). 

I. Heterotrophic pathways 

In engineering practice, denitrification reaction zones are usually put in front of nitrification 

zones in order to provide readily biodegradable carbon sources for heterotrophic 

denitrification. This is usually referred to as the pre-denitrification configuration or the 

modified Ludzack-Ettinger (MLE) process (Figure 2.3). Sometimes external carbon 

sources (e.g. methanol or ethanol) are required because the influent ratio between organic 

carbon and nitrogen (C/N) is low. Another consideration for this reactor configuration is the 

fact that denitrification produces alkalinity which is destroyed by nitrification. Denitrification 
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thus reduces the cost of alkalinity dosage. Moreover, nitrification bacteria prefer a 

somewhat alkaline environment with an optimal pH value of 7.5-8.0 and nitrification rates 

decrease sharply when the pH drops below 6.8 (Metcalf & Eddy, 2003).  

 

Figure 2.3 Illustration of the MLE process configuration for nitrogen removal. 

 

There are many factors affecting heterotrophic denitrification and related N2O production 

as discussed below.  

– Organic substrates 

In heterotrophic denitrification, the carbon substrate is used as electron donor. When the 

C/N is low, denitrification will be limited by lack of electron donors. The competition among 

different nitrogen oxides on the limited electrons results in either increasing or decreasing 

N2O production rates (Pan et al., 2012). Those phenomena were observed experimentally 

(Itokawa et al. 2001; Alinsafi et al., 2008).  

The type and properties of the carbon source also affect N2O emissions. Simple and easily 

biodegradable substrates like volatile fatty acids (VFAs) are usually preferred by 

denitrifiers (Elefsiniotis and Wareham, 2007), while the complex organics have to be 

decomposed into simple organics by hydrolysis for heterotrophic consumption. Adouania 
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et al. (2010) compared N2O and NO emission by using three types of carbon sources and 

reported that acetate produced more N2O and NO per N denitrified than the other two 

kinds, and ethanol generated the lowest, while the mixture of short and long chain carbon 

sources caused quite low N2O and NO emissions. 

- NO2
- 

NO2
- is an intermediate product of denitrification. Accumulation of NO2

- changes N2O 

generation and emission because of the higher abundance of NO2
- potentially producing 

NO and N2O as well as the well-known inhibition effect of NO2
- or NO on heterotrophs to 

reduce N2O (Alinsafi et al., 2008; Stein and Yung, 2003; Stouthamer et al., 1997). 

- DO  

N2O reductase is more sensitive to oxygen compared to other reductases of denitrification, 

and, consequently, a low concentration of DO around 0.4-2 mg O2/l may cause N2O 

accumulation and emission (Otte et al., 1996; von Schulthess et al., 1994). 

- pH 

Heterotrophs have been shown to be more sensitive to pH during the reduction of N2O 

compared to the reduction of other nitrogen oxides. It is reported that under low pH 

conditions more N2O is produced by heterotrophic denitrification (Hanaki et al., 1992; 

Thörn and Sörensson, 1996; Van Den Heuvel et al., 2011). This could also be due to 

competition for electrons among different nitrogen oxides (Pan et al., 2012).  

II. AOB pathway 

Two biochemical AOB pathways exist. In the first one N2O is generated as an intermediate 

product during NH4
+ oxidation to NO2

- via hydroxylamine (NH2OH). The second pathway is 

the so-called the AOB denitrification, i.e. NO2
- reduction (Ni et al., 2013a; Kampschreur et 
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al., 2007; Wunderlin et al., 2012). N2O can also be produced from the chemical cission of 

the hyponitrous acid (NOH) which is formed during NH2OH oxidation (Law et al., 2012). 

The scientific discussions regarding the AOB pathways of N2O production concern the 

effects of NH4
+, NO2

-, NH2OH and DO on the process rates.  

- NH4
+, NO2

- and NH2OH 

It is generally agreed that an increase of NH4
+, NH2OH and NO2

- leads to an increase of 

N2O formation (Kampschreur et al., 2008; Kim et al., 2010; Law et al., 2012; Wunderlin et 

al., 2012; Yu et al., 2010). No matter which pathway dominates, NH4
+ is source for all N 

components, including N2O. Therefore, an increase of NH4
+ increases the N pool and 

results in higher N2O production potential. The debate on different pathways of N2O 

production by AOB is caused by experimental data that showed an increase of N2O by 

either increasing NO2
- or increasing NH2OH. In the NH2OH oxidation pathway, NH2OH 

serves as electron donor and, hence, adding more NH2OH supplies more electrons. In the 

NO2
- reduction pathway, NO2

- is first reduced to NO and subsequently to N2O and, hence, 

adding more NO2
- leads to higher N2O production. The observation of both phenomena 

indicates that both pathways possibly coexist in the system. Which of the two is 

dominating depends, according to current understanding, on the system’s operational 

conditions (Wunderlin et al., 2012). However, these authors also mention that in real 

WWTPs the NH2OH concentration is usually found to be lower than under experimental 

conditions in the laboratory and the NO2
- reduction pathway might then be the main 

contributor. 

Regarding the NO2
- reduction pathway, another study showed that free nitrous acid (FNA), 

instead of NO2
-, is the real electron acceptor (Shiskowski and Mavinic, 2006). Therefore, 

the pH value would affect N2O production. The sequencing batch reactor (SBR) 
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experiments carried out by these authors indicate an increase of N2O production through 

the AOB pathway as pH decreases. Wrage et al. (2001) conclude the same from 

thermodynamic calculations.  

- DO 

DO is another important factor for N2O formation through the AOB pathway. Some 

literature reports that AOB N2O production happens under oxygen-limited conditions 

(Kampschreur et al., 2008) or increases with decreasing DO concentrations (Aboobakar et 

al., 2013). Other researchers observed that AOB N2O production is occurring during the 

recovery from an anoxic shock, which in this study consists of a transitent anoxic period of 

48 hours imposed to the AOB cultivated under chemostat conditions (Yu et al., 2010). 

According to this finding, an anoxic shock may be created in a MLE process at the place 

where the wastewater is recycled from the aerobic zone to the anoxic zone, which could 

thus lead to AOB N2O production. However, there would be little N2O production expected 

from this mechanism, because the anoxic condition is not “transitent” in the anoxic zone of 

a MLE process. There also appears to be a threshold value of DO at which N2O production 

by AOB is maximized (Tallec et al., 2006; Law et al., 2012). The different opinions on the 

DO effect are also due to different experimental observations. However, there seems to be 

a dual effect by either increasing or decreasing DO. On the one hand, AOB, as aerobic 

bacteria, prefer aerobic conditions and, hence, higher DO concentrations benefit AOB 

growth and thus potentially lead to more N2O production. However, higher DO 

concentrations can also increase NO2
- oxidation by NOB, leaving less NO2

- for N2O 

production. The same reasoning can be applied to DO limiting conditions. On the one 

hand, AOB growth might be hampered by low DO conditions. On the other hand, NO2
- may 

accumulate when the DO is insufficient for NO2
- oxidation to NO3

- and the large amount of 

NO2
- will potentially cause high N2O production. Changes in DO usually lead to 

http://www.sciencedirect.com/science/article/pii/S004313541200718X
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simultaneous dynamics of other components, like NH4
+, NO2

- and NO3
-, making the 

understanding of the different impacts difficult. It is thus important to take into account 

other components to achieve a comprehensive understanding of AOB N2O production 

under different DO conditions.  

III. PAO pathway 

Under anoxic conditions, it has been observed that some phosphorous accumulating 

organisms (PAOs) can denitrify NO3
- and NO2

-, while storing phosphorous (P) as 

polyphosphate (Kuba et al., 1993; Ahn et al., 2001). Similar to the ordinary PAOs, 

denitrifying PAOs (DPAOs) store external carbon sources as internal 

polyhydroxyalkanoates (PHA) under anaerobic conditions and use the internally stored 

PHA as energy source for bacterial activities. However, instead of using DO as electron 

acceptors, DPAOs utilize NO3
- and NO2

- under anoxic conditions. The presence of DPAOs 

in WWTPs brings advantages of saving energy due to reduced aeration demand, lower 

chemical oxygen demand (COD) requirement and lower sludge production (Kuba et al., 

1996).  

However, PAOs are in competition with yet another kind of organisms, i.e. glycogen 

accumulating organisms (GAOs). They also store internal carbon sources, PHA, by uptake 

of external organic substrate under anaerobic conditions (Cech and Hartman, 1993; Liu et 

al., 1994). Just like DPAOs, denitrifying GAOs (DGAOs) also denitrify NO3
- and NO2

- by 

using internally stored PHA as electron donors. Obviously, the very similar metabolism 

between PAOs (or DPAOs) and GAOs (or DGAOs) triggers competition.  

Zeng et al. (2003a, 2003b) ran two sets of experiments with a SBR. The first one was run 

in aerobic-anoxic cycles. The second one was operated in anaerobic-aerobic cycles but 

the aerobic periods had low DO concentrations to promote simultaneous nitrification and 



 

14 
 

denitrification. Both experiments show that the major end product of denitrification was 

N2O and not N2. However, it were the DGAOs playing the major role in the denitrification. 

P-uptake by PAO is more likely to happen under aerobic conditions. Similar results were 

obtained by Lemaire et al. (2006) who also ran an anaerobic-aerobic SBR with low DO 

concentrations in aerobic periods. By comparing the performance of PAOs and ordinary 

heterotrophic organisms on denitrification, Hu et al. (2002) found that the DPAOs 

participated in denitrification only when the NO3
- load was in excess. These studies 

indicate that DPAOs play a minor role in denitrification when competing with GAOs and 

ordinary heterotrophs. In this PhD thesis GAOs are not differentiated from other 

heterotrophs. 

2.2.2 Chemical pathway 

In the wastewater treatment industry the chemical pathway of N2O formation was thought 

to have little or no effect on N2O production compared to the biochemical pathways. 

However, under certain conditions it can contribute significantly to N2O production 

(Kampschreur et al., 2011). Under anoxic conditions, it was found that when pH was 

approximately neutral N2O was produced chemically through the reduction of NO2
- with 

simultaneously oxidation of ferrous iron (Fe2+) to ferric iron (Fe3+) as shown in Figure 2.4 

(Kampschreur et al., 2011; Tai and Dempsey, 2009; van Cleemput, 1998). Kampschreur et 

al. (2011) suggested that the chemical NO2
- reduction should be considered when iron is 

dosed and a large amount of NO2
- is present. 

 

Figure 2.4 Scheme of the chemical NO2
- reduction (Kampschreur et al., 2011). 
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Finally, stated before in Section 2.2.1 “II. AOB pathway”, NOH may also be formed during 

NH2OH oxidation and be further broken down chemically to N2O by AOB. 

 

2.3 Modelling of N2O emissions 

This section only discusses the modelling of the biochemical pathways, excluding the 

chemical pathway. However, the structure of the text is similar as that of Section 2.2.1. 

Traditional ASMs, i.e. ASM1-ASM3, simply model the nitrification process as a one-step 

process of ammonia oxidation to NO3
- and autotrophs are taken as one species without 

discrimination between AOB and NOB. A similar situation occurs for the heterotrophic 

denitrification which is described as one step of NO3
- denitrification to N2. Therefore, in 

order to simulate the dynamics of N2O produced during heterotrophic denitrification, the 

single processes of denitrification must be replaced by a multistep process. Moreover, if 

the N2O production by AOB is to be taken into consideration, the autotrophic biomass and 

the nitrification process must be split into separate bacterial consortia and processes. 

Table 2.1 summarizes the general information of all models discussed below. 
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2.3.1 Model structures 

In the sequel the different model structures will be presented in the following order: I. 

heterotrophic N2O production; II. autotrophic N2O production; III. N2O production by PAO; 

IV. production of N2O by heterotrophs and autotrophs combined; V. comprehensive N2O 

production, including other GHG emissions. 

I. Heterotrophic production of N2O 

Biokinetic models with 2-step nitrification and 2-step denitrification existed for some time 

prior to this PhD study (Iacopozzi et al., 2007; Kaelin et al., 2009; Sin et al., 2008b), i.e. the 

nitrification had two steps as NH4
+ 
 NO2

- 
 NO3

- and the denitrification also had two 

steps mainly as NO3
-
NO2

-
N2 or NO3

- (NO2
-) N2. The main objective of those models 

was NO2
- simulation and the primary reasons for describing denitrification in only two steps 

without consideration of NO and N2O were the minor contributions of NO and N2O to the 

total nitrogen mass flow and the difficulties of predicting NO/N2O (Sin et al., 2008b). 

However, the 2-step denitrification models do not allow modelling the N2O production and 

thus cannot be used for GHG studies. 

von Schulthess et al. (1994) extended the denitrification process of ASM1 into three steps, 

i.e. NO3
-  NO2

-  N2O  N2. The inhibition effect of NO2
- was considered by an inhibition 

term in the kinetic equation of each step. Later, this model was further modified by (i) 

adding an organic substrate Monod term in the three denitrification process steps, (ii) 

separating the nitrification process into two steps by AOB and NOB respectively and (iii) 

integrating an anoxic hydrolysis process (von Schulthess and Gujer, 1996).  

The big change came when Hiatt and Grady (2008) proposed the Activated Sludge Model 

for Nitrogen (ASMN) which was also based on ASM1 and describes 2-step nitrification and 

4-step denitrification. In ASMN, instead of NH4
+ and NO2

-, free ammonia (FA) and FNA 
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were considered as true substrates for nitrification of AOB and NOB respectively. The 

concentrations of FA and FNA are calculated as Eq. (2.1) and Eq. (2.2). 

pH

FA NH 6344/(273.15 + ) pH

10

e 10T
S S 


                     Eq. (2.1) 

FNA NO2 -2300/(273.15 + ) pH

1

1+e 10T
S S 


                Eq. (2.2) 

where SNH and SNO2 are the concentrations of NH4
+ and NO2

- and T is the Celsius 

temperature.  

FA inhibition of AOB growth, FNA inhibition of NOB growth and NO inhibition of NO 

reduction by heterotrophs were described as competitive inhibition terms, Eq. (2.3).  

S I

Competitive Term
/

S

K S K S


 
             Eq. (2.3) 

where S is the concentration of FA (for NH4
+ oxidation) or FNA (for NO2

- oxidation), KS is 

the half-saturation coefficient and KI is the inhibition coefficient. 

Instead of the Arrhenius equation which is usually used in ASM1-ASM3, the temperature 

dependence of the maximum specific growth rates of AOB, NOB and heterotrophs were 

described by the Ratkowsky equation in which the maximum specific growth rate first 

increases and then decreases with increasing temperature (Ratkowsky et al., 1983), Eq. 

(2.4).  

  bacteria Max,bacteria

2
( )

R,bacteria bacteria Min,bacteria 1
c T T

b T T e 


      

            Eq. (2.4) 

where bμbacteria and cμbacteria are coefficients, and TMax,bacteria and TMin,bacteria are the maximum 

and minimum temperatures. Figure 2.5 illustrates the difference between the Arrhenius 
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and Ratkowsky equations on the maximum specific growth rate of heterotrophs with 

temperature dependency. The parameters of the Arrhenius equations were taken from 

Henze et al. (2000) and the parameters of the Ratkowsky equations from Hiatt (2006).The 

two equations give similar kinetics between 5 ºC and 25 ºC, the typical activated sludge 

operating range. However, there are cases requiring the model to be applicable for 

temperatures higher than this boundary. For example, in the SHARON (Single reactor 

system for High activity Ammonia Removal Over Nitrite) processes, which are used to 

treat wastewater with high NH4
+ concentration, a high temperature is usually applied, i.e. 

between 30-40 ºC (Hellinga et al., 1999; Volcke et al., 2007). Therefore, for such reactors, 

the Ratkowsky equation has advantages over the Arrhenius equation. 

 

Figure 2.5 Maximum specific growth rate of heterotrophs expressed by the Arrhenius 
equation (dashed) and the Ratkowsky equation (solid). 

 

Besides the nitrification-denitrification process ASMN also modelled mixotrophic growth of 

NOB, i.e. also using organic carbon for growth next to CO2, assimilative NO3
- reduction to 

ammonia (ANRA), and biodegradation of nitrification inhibitors and priority pollutants. All 
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these features make ASMN applicable to high-nitrogen load and industrial wastewater 

treatment. Hiatt and Grady (2008) compared the simulation results of ASMN with ASM1 

using the same influent loads. The biomass concentration of nitrifiers was substantially 

higher for ASMN than the autotrophs in ASM1, because of the mixotrophic growth of NOB 

in ASMN. 

Based on the nitrification and denitrification processes in ASMN of Hiatt and Grady (2008), 

Flores-Alsina et al. (2011) proposed a model which is suitable for municipal wastewater 

treatment. ASM1 was used as the basic biokinetic model to model hydrolysis, 

ammonification, and aerobic growth and decay of heterotrophs. The aerobic growth and 

decay of autotrophs, AOB and NOB, and the anoxic growth of heterotrophs was modelled 

as in ASMN (Hiatt and Grady, 2008), and the substance N2 was added as the product of 

N2O reduction. Allowing to make the model’s N mass balance, following Henry’s law, an 

aeration equation was included for the oxygen transfer and gas stripping equations 

modelled the gas emitted flux of NO, N2O and N2. Samie et al. (2011) also extended the 

denitrification of ASM1 into four steps as in ASMN (Hiatt and Grady, 2008), but the 

nitrification was still simulated as one step, since their simulation study was focused on 

denitrifying biofilters. 

Instead of using kinetic parameter tuning, Pan et al. (2013) recently proposed a novel 

model to describe the competition among the four steps of the heterotrophic denitrification 

on the electrons originating from the organics (Figure 2.6). Two new state variables were 

added, i.e. SMox standing for the oxidized mediator and SMred standing for reduced mediator. 

The sum of SMox and SMred is a constant, i.e. the total concentration of the electron carriers. 

Instead of directly using the organic substrate as the electron donor, an oxidized mediator 

is reduced in carbon oxidation processes and subsequently the reduced mediator is used 

as electron donor for the heterotrophic denitrification. With such a model, the observations 
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regarding N2O accumulation can be explained more easily and it proves that the electron 

competition also happens under carbon-abundant conditions. 

 

 

Figure 2.6 Scheme of the model proposed by Pan et al. (2013) (The nomenclature of the 

enzymes is explained in Figure 2.2). 

 

II. AOB production N2O 

Since the N2O production through the AOB pathways has not obtained consensus yet, 

there is no widely accepted corresponding model. Based on various pathways and 

influencing factors, different biokinetic models have been proposed (Law et al., 2012; Ni et 

al., 2011; Ni et al., 2013a; Mampaey et al., 2013). These models can be roughly divided 

into two groups, i.e. models that simulate N2O production during NH2OH oxidation and 

models that simulate N2O as a product of NO2
-reduction (also called AOB denitrification).  

The two models of Ni et al. (2013a) and Law et al. (2012) belong to the first group. They all 

assume that first NH4
+ is oxidized to NH2OH which then serves as electron donor. 
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According the model of Ni et al. (2013a), NH2OH is first oxidized to NO which is then 

further oxidized to NO2
- where N2O is directly produced from NO denitrification (Figure 2.7 

b). The model of Law et al. (2012) further includes NOH, besides NH2OH. It followes the 

sequence: NH4
+  NH2OH  NOH  NO2

-. N2O is formed from the chemical breakdown 

of NOH (Figure 2.8).  

In the model of Ni et al. (2011) NH2OH is also firstly produced from NH4
+ oxidation but then 

it is directly oxidized into NO2
- which is further reduced to NO and N2O (Figure 2.7 a). The 

models of Mampaey et al. (2013) do not consider NH2OH and focus on the NO2
 reduction 

pathways. Two model hypotheses were presented, i.e. scenario A and scenario B. They 

both assume that NH4
+ is oxidized into NO2

- which is further reduced to NO and N2O. The 

difference between the models is the dependence on DO and electron donor. Scenario A 

assumes that AOB denitrification is preferred over aerobic conditions and NH4
+ is used as 

electron donor whereas in Scenario B the AOB biomass acts as the electron donor and the 

process occurs under either aerobic or anoxic conditions (Figure 2.9). The effect of pH 

was considered in Scenario A which assumed FNA, instead of NO2
-, as the real substrate. 

Actually, Scenario A of Mampaey et al. (2013) is quite similar to the model of Ni et al. 

(2011). They both denitrify in steps of NO2
-  NO  N2O,  but they use different electron 

donors, i.e. NH4
+ (Mampaey et al., 2013) or NH2OH (Ni et al., 2011). However, NH2OH is 

essentially an oxidation product of NH4
+. Therefore, the model of Ni et al. (2011) and the 

models of Mampaey et al. (2013) belong to the group of NO2
- reduction pathway models. 
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Figure 2.7 Scheme of the model proposed by Ni et al. (2011) (a) and the model proposed 
by Ni et al. (2013a) (b) (The nomenclature of the enzymes is explained in Figure 2.2). 

 

 

 

Figure 2.8 Scheme of the model proposed by Law et al. (2012) (The nomenclature of the 
enzymes is explained in Figure 2.2). 
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Figure 2.9 Scheme of the models proposed by Mampaey et al. (2013) (The nomenclature 
of the enzymes is explained in Figure 2.2). 

 

Kampschreur et al. (2007) extended the ASM2d model with three possible pathways for 

NO production under nitrifying conditions, i.e. escaping as nitrification intermediate, AOB 

denitrification and heterotrophic denitrification. The model was applied to a lab-scale SBR 

and the second pathway was suggested to be dominant. However, the model suggested a 

preference of aerobic over anoxic conditions for NO production from NO2
- which 

contradicts with other publications from the same author. Through the measurement of 

N2O and NO Kampschreur et al. (2008) concluded that more NO was produced by nitrifiers 

under anoxic conditions than under aerobic conditions as observed in a full-scale 

nitritation–anammox process and in lab-scale reactors. 

Ni et al. (2013b) compared four models of N2O production by AOB, i.e. the models of Ni et 

al. (2011 and 2013), the model of Law et al. (2012) and the Scenario A of Mampaey et al. 
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(2013). Their performance was evaluated by simulating the batch experimental data from 

three case studies. However, none of the four models was able to satisfactorily describe all 

experimental data. Therefore, Ni et al. (2013b) suggest to include both the NH2OH 

pathway and NO2
 denitrification pathway in future models. 

Table 2.2 gives the stoichiometric matrices of each AOB N2O production model discussed 

above.  

Given the various types of AOB N2O production models, a unified model has very recently 

been proposed. Ni et al. (2014) built a model combining the two AOB pathways of N2O 

production, i.e. NH2OH oxidation and NO2
- denitrification. This combined model defines 

two types of electron carriers, one in reduced form (SMred) and the other in oxidized form 

(SMox), and simulates the bioreactions through electron transfer between the electron 

carriers that permits to describe the competition between the two pathways, similar to the 

heterotrophic denitrification model of Pan et al. (2013). However, it is hard to calculate or 

measure in reality the electron carriers defined in this model and it must be considered that 

this concept is quite different from the traditional concept of ASM. In the traditional ASM 

concept, the electron transfer happens directly between the pollutant components and the 

kinetic terms only consider these pollutant components next to environmental conditions 

such as pH and temperature. Furthermore, there is an algebraic equation summing the 

SMred and SMox that is that the total amount of carriers is assumed constant Ctot. Generally 

speaking, at this step more validation and application is needed for this new model. 

 



 

 

 T
a

b
le

 2
.2

 S
to

ic
h
io

m
e

tr
ic

 m
a

tr
ic

e
s
 o

f 
th

e
 d

if
fe

re
n
t 
A

O
B

 N
2
O

 p
ro

d
u

c
ti
o

n
 m

o
d

e
ls

 

M
o

d
e

l 
S

O
 

S
N

H
4
 

S
N

H
2
O

H
 

S
N

O
H
 

S
N

O
 

S
N

2
O
 

S
N

O
2
 

X
A

O
B
 

S
M

o
x
 

S
M

re
d
 

M
o

d
e

l 
1

 a
n

d
 2

 
-8

/7
 

-1
 

1
 

 
 

 
 

 
 

 

M
o

d
e

l 
1

 a
n

d
 2

 
 

 
-1

 
 

-4
 

4
 

1
 

 
 

 

M
o

d
e

l 
1

 
-(

1
6
/7

-Y
A

O
B
)/

Y
A

O
B
 

-i
N

,A
O

B
 

-1
/Y

A
O

B
 

 
 

 
1

/Y
A

O
B
 

1
 

 
 

M
o

d
e

l 
1

 
 

 
-1

 
 

4
 

 
-3

 
 

 
 

M
o

d
e

l 
2

 
-(

1
6
/7

-Y
A

O
B
)/

Y
A

O
B
 

-i
N

,A
O

B
 

-1
/Y

A
O

B
 

 
1

/Y
A

O
B
 

 
 

1
 

 
 

M
o

d
e

l 
2

 
-4

/7
 

 
 

 
-1

 
 

1
 

 
 

 

M
o

d
e

l 
3

 
-1

 
-1

 
1
 

 
 

 
 

 
 

 

M
o

d
e

l 
3

 
 

 
-1

 
1
 

 
 

 
 

 
 

M
o

d
e

l 
3

 
 

 
 

-1
 

 
 

1
 

 
 

 

M
o

d
e

l 
3

 
 

 
 

-1
 

 
1

/2
 

 
 

 
 

M
o

d
e

l 
3

 
-1

 
 

 
 

 
 

 
 

 
 

M
o

d
e

l 
4

 a
n

d
 5

 
-(

2
4
/7

-Y
A

O
B
)/

Y
A

O
B
 

-1
/Y

A
O

B
-i

N
,A

O
B
 

1
/Y

A
O

B
 

 
 

 
 

1
 

 
 

M
o

d
e

l 
4

 
-(

1
6
/7

-Y
A

O
B
)/

Y
A

O
B
 

-1
/Y

A
O

B
-i

N
,A

O
B
 

-1
/Y

A
O

B
 

 
2

/Y
A

O
B
 

 
 

1
 

 
 

M
o

d
e

l 
4

 
-(

1
6
/7

-Y
A

O
B
)/

Y
A

O
B
 

-1
/Y

A
O

B
-i

N
,A

O
B
 

1
/Y

A
O

B
 

 
-2

/Y
A

O
B
 

2
/Y

A
O

B
 

 
1
 

 
 

M
o

d
e

l 
5

 
 

i N
,A

O
B
 

 
 

1
.7

5
 

 
-1

.7
5
 

-1
 

 
 

M
o

d
e

l 
5

 
 

i N
,A

O
B
 

 
 

-1
.7

5
 

1
.7

5
 

 
-1

 
 

 

M
o

d
e

l 
6

 
-1

 
-1

 
1
 

 
 

 
 

 
1
 

-1
 

M
o

d
e

l 
6

 
 

 
-1

 
 

1
 

 
 

 
-3

/2
 

3
/2

 

M
o

d
e

l 
6

 
 

 
 

 
-1

 
 

1
 

 
-1

/2
 

1
/2

 

M
o

d
e

l 
6

 
 

 
 

 
-1

 
1

/2
 

 
 

1
/2

 
-1

/2
 

M
o

d
e

l 
6

 
-1

/2
 

 
 

 
 

 
 

 
1
 

-1
 

M
o

d
e

l 
6

 
 

 
 

 
 

1
/2

 
-1

 
 

1
 

-1
 

N
o

te
: 

M
o

d
e

l 
1

 –
 N

i 
e

t 
a

l.
 (

2
0
1

1
),

 M
o

d
e

l 
2

 –
 N

i 
e

t 
a

l.
 (

2
0
1

3
a

),
 M

o
d
e

l 
3

 –
 L

a
w

 e
t 

a
l.
 (

2
0
1

2
),

 M
o

d
e

l 
4

 –
 S

c
e

n
a

ri
o
 A

 o
f 

M
a

m
p

a
e

y
 e

t 
a

l.
 

(2
0
1

3
),

 M
o

d
e

l 
5

 –
 S

c
e

n
a
ri
o

 B
 o

f 
M

a
m

p
a

e
y
 e

t 
a

l.
 (

2
0
1

3
),

 M
o

d
e

l 
6

 –
 N

i 
e

t 
a

l.
 (

2
0
1

4
).

 



 

28 
 

Besides the mechanistic biokinetic models, empirical methods have been proposed. 

Houweling et al. (2011) estimated the N2O production by AOB as a fraction of NH4
+ 

oxidation through a correlation function. In other words, the NH4
+ converted by AOB is 

separated into two parts, i.e. a part is converted to NO2
- and another part leads to N2O. 

N2O generation is found to be linked with NH4
+ and NO2

- accumulation and low DO 

conditions. The advantage of such a model is that it avoided the discussion on AOB 

pathways of producing N2O, i.e. NH2OH oxidation or NO2
- reduction. However, due to this, 

its applicability is limited. The parameters of the correlation function have to be calibrated 

based on experimental data. However, the parameter values, i.e. the calculated fraction of 

NH4
+ converted to N2O, may not be suitable when the experimental conditions change. 

Ali et al. (2013) performed regression analysis on N2O emissions from wastewater 

nitrification in a lab-scale reactor. The N2O emission was empirically correlated with NH4
+ 

and NO2
- concentrations. The authors found that the N2O emission increased linearly with 

the logarithmic increase of NH4
+ concentration, ln(NH4

+), or exponentially with the NO2
- 

concentration, exp(NO2
-). However, like the model of Houweling et al. (2011), such black-

box models may not be applicable when the plants are run outside the experimental 

boundaries. In other words, the relationship between N2O emissions and ln(NH4
+) or 

exp(NO2
-) may no longer be linear when the NH4

+ or NO2
- concentrations are beyond the 

experimental ranges. This is because the N2O emission is also related to other factors, e.g. 

DO, and not only to NH4
+ and NO2

- (Aboobakar et al., 2013; Kampschreur et al., 2008; 

Tallec et al., 2006; Law et al., 2012; Yu et al., 2010).  

III. PAO production of N2O 

ASM2d and ASM3P incorporate the denitrification performed by PAOs, but similar to the 

heterotrophic denitrification in ASMs, the PAO denitrification was modelled as one single 

process. Sin and Vanrolleghem (2006) expanded ASM2d by describing the nitrification as 
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a two-step process and the denitrification by PAO and heterotrophs as well. Sin et al. 

(2008c) further added the effects of NO2
- on P-uptake under aerobic and anoxic conditions. 

However, the PAO denitrification process was not modified. Given this two-step nature, 

these models cannot simulate the N2O production by PAO. 

Oehmen et al. (2010) considered two groups of PAOs, named PAO I and PAO II. PAO I 

perform denitrification in four steps, i.e. NO3
-  NO2

-  NO  N2O  N2, but are not able 

to utilize DO as electron acceptors under aerobic conditions. In their model Aerobic P 

uptake is accomplished by PAO II but these organisms are only able to reduce NO2
- and 

N2O. GAOs and DGAOs were also split into different groups with different capabilities 

under aerobic and anoxic conditions. Therefore, the N2O production by PAOs can be 

simulated by the model and the model was calibrated and validated by literature data 

(Oehmen et al., 2010). 

IV. Combined heterotrophic and autotrophic model 

In order to simulate N2O emissions from heterotrophic and AOB pathways, Rodriguez-

Garcia et al. (2012) built two models based on ASM1, ASMN (Hiatt and Grady, 2008) and 

the models of Mampaey et al. (2013). They replaced the 1-step nitrification and 1-step 

denitrification processes of ASM1 by 2-step nitrification and 4-step denitrification 

processes as in ASMN (Hiatt and Grady, 2008), similar to the efforts by Flores-Alsina et al. 

(2011). Then the model was incorporated respectively with the two AOB denitrification 

models, Scenario A and Scenario B, of Mampaey et al. (2013). In other words, the two 

integrated models differed in the AOB pathways included for N2O production.  

The models of Ni et al. (2011 and 2013a) included, next to the N2O production through the 

NH2OH pathway in AOBs, the 4-step heterotrophic N2O-production according to Hiatt and 
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Grady (2008). The kinetic equations for all steps were also extended with the ones of 

ASMN (Hiatt and Grady, 2008) with Monod terms of NH4
+. 

Pocquet et al. (2012) compared the simulation results of three AOB N2O production 

models, i.e. (i) the scenario A model proposed by Mampaey et al. (2013), (ii) Ni et al. 

(2011) and (iii) Houweling et al. (2011). The three models were used to simulate a SBR 

under aerobic conditions. However, the first two models were found not to give a good 

prediction on N2O production. The model of Houweling et al. (2011) simulates the N2O 

observed dynamic trend well, but it is limited in its application range of NO2
- concentration 

because it is an empirical model. Pocquet et al. (2012) further combined the model of 

Houweling et al. (2011) with a modified ASM3 in which the one-step heterotrophic 

denitrification processes were extended into four-step denitrification processes, similar to 

the ASMN approach (Hiatt and Grady, 2008). This combined model was used to simulate 

the anoxic-aerobic process of the SBR. Although the simulation results can follow the 

general trend of the measurement data, the simulation results are considered to be too 

different from the experimental data and it was thus concluded that the model of 

Houweling et al. (2011) is not a good choice to simulate the bioreaction kinetics. 

Finally, the literature review has shown that, as far as known, no model has at present 

been proposed that combines N2O production from heterotrophs, AOB and PAO. 

V. Comprehensive model 

Next to mechanistic biokinetic models of the bioreactor conversions, empirical models 

have been developed to estimate N2O and other GHG emissions from WWTPs. As 

mentioned earlier, the Bridle model (Bridle et al., 2008), which was developed based on 

the model of Monteith et al. (2005), estimates the N2O and other GHG from five sectors by 

a set of empirical functions. The N2O emission is estimated by multiplying the amount of N 
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removed with an empirical fraction factor. Ashrafi et al. (2013) followed a similar approach 

for pulp and paper industrial wastewater treatment. They also included CO2 emissions 

from the primary clarifier which was not taken into account by Bridle et al. (2008). Their 

reasoning is that the influent of pulp and paper industrial wastewater contains more 

carbonaceous contaminants compared to typical municipal wastewater. These high-

concentration carbonaceous contaminants could already be oxidized biochemically in the 

primary settlers. Although Rodriguez-Garcia et al. (2012) calculated the N2O emissions by 

the bioreaction kinetic models, they used the Activated Sludge/Anaerobic Digester model 

(AS/AD) (BioWin®, www.envirosim.com) to estimate the non-N2O GHG emissions. The 

latter is different from the Bridle model which calculates the CO2 emissions from biomass 

decay as a 1-step process, i.e. biomass  CO2. The method used by Rodriguez-Garcia et 

al. (2012) treats it as three steps, i.e. biomass  slowly biodegradable substrate  readily 

biodegradable substrate  CO2. This allows for more complex dynamics to be simulated 

under dynamic conditions. 

2.3.2 Model applications in full-scale plants 

I. Real WWTPs 

Samie et al. (2011) applied their modified ASM1 model to a full-scale denitrifying biofilter. 

The simulation was run for one year and the dynamic simulation results were compared 

with the denitrifying biofilter effluent measurements in terms of COD, NO3
- and NO2

-. 

However, no detected dynamic measurement data were available for the liquid N2O 

concentration. Moreover, there was no dynamic measurement data for N2O gas emission 

either, which could be due to the fact that their focus was on the denitrification process 

which has little gas stripping. 
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Modelling of N2O emissions has already been done for real WWTPs. In the same paper 

where Ni et al. (2013a) developed the model, a dynamic simulation was run for an 

oxidation ditch with surface aerators as well as an SBR located in Perth, Western Australia. 

The model was calibrated using data measured at the oxidation ditch during three days 

and then validated for one-day 24 hour measurement data at the same oxidation ditch. 

The model was also validated for 2 days, each with a 9-hour measurement record, for the 

SBR. The model reproduced the dynamics of N-component concentrations and N2O 

emissions well but poorly predicted the DO in the oxidation ditch.  

von Schulthess and Gujer (1996) simulated the N2O emissions from the full-scale WWTP 

in Opfikon, Switzerland, by using and modifying their own model (von Schulthess et al., 

1994). This plant had an anoxic tank followed by three aerobic tanks. The anoxic tank 

could be aerated if required. Generally, the model predicted the measured NO2- and NO3
- 

concentrations well but predictions of N2O were not satisfactory. The reason possibly 

resides in the fact that their model did not consider N2O production by AOBs. 

These two case studies (Ni et al., 2013a; von Schulthess and Gujer, 1996) cannot be 

treated as long-term dynamic modelling. Firstly, the simulation was run only for one to 

three days. Secondly, although the simulation was run for 24 hours, the measurement data 

which were used for calibration or validation were not continuous for 24 hours. Moreover, 

the measured N2O emissions differ significantly from those reported in the long-term 

monitoring work by Daelman et al. (2013a). This suggests that more data collection is 

needed and that thorough calibration and validation of models on long-term measurement 

data are required.  
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II. Benchmark models 

WWTPs do not operate in steady state but are subjected to disturbances of influent 

quantity and quality as well as operating conditions. Control strategies are designed to 

minimize the impact of disturbances on system performance. The influent conditions are 

highly dynamic and are different for every WWTP, which makes it difficult to compare 

control strategies objectively. In review of this, benchmark simulation models (BSMs) have 

been proposed with define configurations and influent conditions, allowing perfectly 

reproducible results, as well as objective comparison between different strategies. Since 

the issue of GHGs has come to the forefront, the original benchmarks have been extended 

in order to allow evaluation of GHG-focused control strategies, hereby still accounting for 

operational cost and effluent quality.  

BSM2 (Nopens et al., 2010), Figure 2.10, is a plant-wide WWTP layout which extends 

BSM1 that only focused on the activated sludge system (Alex et al., 2008). It is composed 

of a primary settler, a bioreactor composed of five completely stirred tank reactors (CSTRs) 

connected in series, a secondary settler, a sludge thickener, an anaerobic digester, a 

sludge dewatering unit, a storage tank and two interfaces between the activated sludge 

and anaerobic digestion models. The first two CSTRs, activated sludge unit 1 (ASU1) and 

ASU2, are anoxic tanks for denitrification and the following three, ASU3, ASU4 and ASU5, 

are aerobic tanks for nitrification. An internal NO3
- recycle and an external sludge recycle 

line are included. Considering the influent dynamics, three influent bypass routes are 

added to deal with high hydraulic loads (Figure 2.10). ASM1 with temperature effect 

included is used for modeling the activated sludge process, ADM1 is used for modeling the 

anaerobic digester (AD) and the interfaces between ASM1 and ADM1 follow the approach 

proposed by Nopens et al. (2009). Nopens et al. (2010) illustrated the usage of BSM2 

through three control strategies (Figure 2.11). In the 1-DO control strategy, the DO 
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concentration of the 2nd aerobic zone (ASU4) is maintained by manipulating the oxygen 

transfer coefficients (kLa) of all three aerobic zones. In the 2-DO control strategy, the 3rd 

aerobic zone (ASU5) is controlled by a separate DO controller, while the aeration in the 

two other reactors (ASU3 and ASU4) is controlled on the basis of the DO concentration of 

ASU4. In the cascade control system, the first two aerobic zones use the same strategy as 

in the 2-DO control strategy, but the DO setpoint of the aeration controller of ASU5 is 

controlled by an NH4
+ controller, yielding a so-called NH4

+-DO cascade control set-up.  

 

Figure 2.10 BSM2 plant layout (Nopens et al., 2010). 

Bypass 1 

Bypass 3 
Bypass 2 
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Figure 2.11 BSM2 default control strategies (Nopens et al., 2010). 

 

(c) Scenario 3 

(a) Scenario 1-default scenario 

(b) Scenario 2 
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Criteria for plant performance, mainly including effluent quality and operational cost, and 

controller performance evaluation were proposed for comparison of control strategies. The 

effluent quality was judged by the effluent quality index (EQI), an average of the sum of 

weighted pollutant loads over the evaluated period, and the effluent pollutant violations. 

The weighting factors of EQI were mainly deduced from Vanrolleghem et al. (1996) and 

further modified based on the finding of Jeppsson et al. (2007) in order to improve the 

control of effluent NH4
+ violation. The operational cost index (OCI) was composed of 

energy consumption, sludge production and carbon source dosing. For BSM2, the 

dynamic simulation to be performed is 609 days long in total and the evaluation starts from 

day 245 to day 609, day 245 corresponding to the 1st of July. 

Flores-Alsina et al. (2011) integrated their GHG emission models with the BSM2 and 

named the modified model BSM2G. The interfaces between ASM and ADM and the 

definition of EQI were extended since new nitrogen containing substances and autotrophic 

organisms were defined. The general concept was based on ASM1-ADM1 conversions as 

described in Nopens et al. (2009). The interfaces now include NO3
-, NO2

-, NO and N2O for 

the nitrogen balance, NO3
-, NO2

-, NO, N2O, AOB and NOB for the COD mapping, and NO3
- 

and NO2
- for the charge balance, whereas in the ASM1-ADM1 interfaces only the NO3

- and 

a single group of autotrophs were considered (Corominas et al., 2012). OCI and effluent 

violations of BSM2G were calculated in the same way as BSM2. The N2O emission is 

directly simulated with the biokinetic model and then converted to CO2 equivalents through 

the GWP factor. Other GHG emissions were evaluated using the Bridle model, including 

CO2 emission from the bioreactors, CO2 and CH4 emissions from the AD, and GHG 

emissions related to net power consumption, chemical use and sludge disposal and reuse. 

Similar to BSM2 (Nopens et al., 2010), BSM2G was run for 609 days and evaluated for 

day 245-609 in terms of effluent quality, operational cost and GHG emissions. The findings 
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regarding different strategies and scenarios carried out in this BSM2G will be given in 

Section 2.4 “Control of N2O emissions”. 

III. Other virtual applications 

Besides the BSMs, there are other model applications for virtual plants. Rodriguez-Garcia 

et al. (2012) applied their two integrated models to two virtual case studies with MLE 

processes. The first one is a MLE process designed by BioWin®. The second one was 

proposed by Vidal et al. (2002), which was also a MLE process but had sludge thickening 

and centrifuge blocks. The difference of the simulation results between the two integrated 

models was mainly shown on the first MLE process. The model using Scenario A of 

Mampaey et al. (2013) had higher effluent concentrations of NH4
+, NO3

-, NO2
- and NO but 

much lower N2O and total GHG emissions than the model using Scenario B of Mampaey 

et al. (2013). The difference was basically due to the different preference on DO and 

different electron donors used by AOB denitrification in the two integrated models. The 

AOB denitrification model of Scenario B had no preference for aerobic or anoxic conditions, 

i.e. it happened under both conditions. Therefore, it had the potential to produce more N2O. 

The higher conversion rate from NH4
+ to N2O caused lower NH4

+ concentrations in effluent. 

Moreover, in Scenario B the AOB biomass was consumed as electron donor, leading to 

more CO2 production because biomass is composed of organics and oxidation of more 

organics leads to more CO2 production. However, no clear conclusion could be drawn from 

this work. In the simulation work of Mampaey et al. (2003) Scenario A had higher N2O 

emissions than Scenario B. This is possibly because the higher endogenous respiration of 

biomass under both aerobic and anoxic conditions might reduce the biomass quantity and 

the decrease of AOB biomass prevents N2O production.  
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2.4 Control of N2O emissions 

2.4.1 Control in BSM2 

Flores-Alsina et al. (2011) implemented three control strategies, A1-A3, in BSM2 and 

compared their plant effluent quality, operational cost and GHG emissions. A1 controlled 

the DO concentration in the second aerobic tank, ASU4, by manipulating the kLa of ASU3-

ASU5. Based on A1, A2 added a NO3
- controller in ASU2 by manipulating the internal 

recycling rate. A3 further upgraded A2 by manipulating the DO set point through NH4
+ 

control, i.e. a NH4
+-DO cascade control. All three strategies exhibited improvements on 

effluent quality and operational cost compared to the open-loop scenario. Especially, the 

effluent NH4
+ violation is cut considerably in A3 as the purpose of cascade control is to 

keep the NH4
+ concentration under a certain level leading to aeration energy savings. 

However, the N2O emission of A3 (0.202 kg CO2e/m
3) is larger than that of A1 (0.146 kg 

CO2e/m
3) and A2 (0.158 kg CO2e/m

3). This high emission of N2O is mainly due to the 

aeration energy saving purpose of the cascade control, which caused low DO conditions 

most of the time. The low DO concentrations lead to NO2
- accumulation and increases N2O 

production. The overall GHG emission of A3 (1.100 kg CO2e/m
3) is also higher than that of 

A1 (1.032 kg CO2e/m
3) and A2 (1.044 kg CO2e/m

3).  

Based on A2 Flores-Alsina et al. (2011) further examined the effect of changing three 

operational parameters, i.e. the DO control set point in the aerobic section, the sludge 

retention time (SRT) and the COD/N ratio. It was found that the DO concentration is best 

controlled at a moderate level. Both high and low DO concentrations lead to elevated GHG 

emissions. Reducing the SRT leads to more GHG credits by producing more CH4, 

because more sludge goes into the sludge digester. However, it should be noticed that in 

their case even under the lower SRT the N is still efficiently removed, which avoids the 
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huge increase of N2O production. Increasing the COD/N by adding more external carbon 

helps N2O mitigation but increases GHG emissions in other sectors like CO2 equivalents 

due to chemical dosing etc.  

Generally speaking, the work of Flores-Alsina et al. (2011) proved that there is a trade-off 

among different GHG emission contributors as well as among different performance 

objectives, i.e. effluent quality, operational cost and GHG emissions. It also illustrated the 

usefulness of the benchmarking model in control strategy analysis. However, the BSM2G 

is not calibrated or validated for a WWTP and the N2O production by AOB is not included, 

which limits the reliability of final conclusions that were drawn from the simulation results. 

2.4.1 Alternative N2O mitigation strategies 

Desloover et al. (2012) proposed several N2O mitigation strategies. The major idea was on 

the one hand to minimize the N2O produced by AOB and on the other hand to maximize 

the N2O consumed by heterotrophs. The N2O production by AOB could be minimized by 

preventing the accumulation of NH2OH and NO2
-, high sludge specific activity, fluctuation 

of NH4
+ and high nitritation activity. Practical approaches were suggested, like adjusting 

aeration, ensuring complete mixing, bio-augmentation with AOB and NOB, etc. In order to 

achieve maximum N2O consumption by heterotrophs it was aimed to improve the complete 

denitrification or increase the N2O reduction. To realize these objectives, it was sought to 

control aeration and COD/N ratio, choose carbon sources for external dosage, lower the 

removal of COD by aerobic oxidation and pre-settling, bio-augment with denitrifying 

heterotrophs, etc. Besides these major aspects, the authors also proposed that N2O 

emissions in the aerated zone could be minimized through physical methods, i.e. to reduce 

the N2O gas emitted into the air. Several approaches were suggested to reduce the mass 

transfer coefficient of N2O for different types of aerated bioreactors, for example, limiting 

the turbulence for passive aeration systems (like rotating biological contactors) and 
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lowering the aeration rate for active aeration systems (like activated sludge aeration tanks). 

For plants equipped with capped bioreactors, the gases could be collected and treated at 

the end of the pipe, which reduces the N2O emitted into the atmosphere. 

 

2.5 Controlling under rain events 

Although the effect of climate change on future rainfall distribution is still not clear, it is 

suggested that in the future there may be more intense rainfall events over many areas 

(Giorgi et al., 2001; Hulme et al., 2002; Solomon et al., 2007). This is consistent with 

recent increases in rainfall intensity (Frich et al., 2002; Ekström et al., 2005; Fowler et al., 

2005; Van Steenbergen and Willems, 2012). For instance, in the UK it seems that the 

climate will become warmer and more humid leading to increases in annual precipitation 

by up to 10 % by the end of the century (Hulme et al., 2002; Butler and Davies, 2004).  

Rain events disturb the typical influent pattern but forecasts of rainfall or influent shocks 

caused by rainfall can be obtained by weather forecasts or rain intensity measurements so 

that the plants can adjust their operation to prepare for dealing with rain events. For 

example, the sludge recycling may be increased to lower the sludge blanket before 

receiving the influent shock since it is reported that hydraulic shock loadings may exceed 

the capacities of the settlers resulting in poor effluent quality (Henze et al., 2008). 

Generally, storm control is done by feedforward control strategies. The sewers, WWTPs 

and receiving water are sometimes connected as a whole to study the effects of storms on 

water quality (Durchschlag et al., 1992; Harremoës et al., 1993; Seggelke et al., 2005). 

The bypass as well as the storage tank are commonly used methods to deal with influent 

shocks during storms. Lessard and Beck (1990) discussed several bypass and storage 

tank filling strategies. Step feeding is also often used as a control strategy during storms. It 
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distributes the influent between the bioreactors to temporarily decrease the loading to the 

settlers. This strategy was discussed with respect to plant performance, e.g. energy saving, 

effluent variability and solids loss (Copp et al., 2002; Thompson et at., 1989). Besides the 

inclusion of a storm tank and step feed, Bauwens et al. (1996), who used a virtual WWTP 

model which received wastewater from a sewer model, also discussed a proportional 

controller to the sludge recycling ratio and the results showed a stable biomass 

concentration in the aeration tank but a poorer settler performance with more fluctuations 

of the underflow concentration. Risholt et al. (2002) studied pollution-based real time 

control which improved the performance stability and reduced effluent variability during 

storms.  

However, these wet-weather control strategies were not evaluated in terms of N2O 

emissions or GHG emissions. There were also no strategies proposed in view of making a 

trade-off between GHG emissions and other plant performance criteria. 

 

2.6 Problem statement 

2.6.1 Insufficient full-scale measurement data 

Literature describes the diversity of N2O emissions from different treatment processes and 

plant locations, but the spatio-temporal variation of N2O emissions in treatment plants is 

not described adequately. Better, high time-frequency measurements of the spatial 

distribution will help understand N2O emission from full-scale WWTPs and allow better 

design of control strategies. More long-term on-line continuous measurements at full-scale 

WWTPs are required to better understand the dynamics of the N2O emissions changing 

with the influent load. No literature was found on the effect of rain events or hydraulic 

shocks on N2O or GHG emissions in general.  
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2.6.2 Insufficient model development 

The main bottleneck of developing an overall biokinetic model regarding GHG emissions is 

the existing doubts regarding the pathways of N2O production by AOB. Detailed 

biochemical mechanisms, such as transfer of electrons and nitrogen components, and 

related DO consumption as well as its effect on relevant process rates, are still under 

debate. The existing models have mostly been derived from lab-scale experiments.  

Moreover, the difference between different lab-scale experimental methods and results 

may explain the observed variations in AOB denitrification models. Therefore, it is not only 

necessary to build a model including N2O production by both heterotrophs and AOB, but 

also to propose a method on how to accept or reject such a model. Moreover, for a plant 

with P removal, the denitrification and the N2O production by PAOs should be included in 

the model. 

Although the GHG models have been implemented in existing configurations, there 

remains a lack of calibrations leading to doubts on the reliability of benchmark simulations. 

For the modelling of real plants, model calibration based on long-term dynamic 

measurement data is required, for example, by using a dataset of 1 month.  The modelling 

should be extended to estimate the GHG emissions from the whole plant, i.e. to estimate 

the non-measurable emissions. Moreover, although a lot of GHG models have been 

proposed and applied in different case studies, insufficient efforts have been spent in 

terms of model differentiation or selection.  

2.6.3 Lack of control strategy studies including GHGs models  

Most traditional control strategies and performance evaluations do not take GHGs into 

account, except for Flores-Alsina et al. (2011) who suggested an evaluation method for 

GHG emissions and compared a limited number of strategies and scenarios from the point 
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of N2O or GHG productions. However, the model used in Flores-Alsina et al. (2011) does 

not include the autotrophic pathway for N2O production. Therefore, more work is required 

for strategy and scenario comparisons when the AOB denitrification pathway is modelled 

as well. Moreover, the literature does not contain reports on control evaluation for the 

effects of storm events on GHG emissions nor on dedicated controller development 

considering both storm event effects and GHG emissions. 

In fact, very few control strategies were discussed in the frame of BSM2 that focus on the 

effects of storm events on the classical performance criteria, e.g. effluent quality and 

operating costs, and the subject of this thesis, N2O emissions of WWTPs. Several 

scenarios were inspected focusing on storm tanks and bypasses in simple layouts, but not 

in a plant-wide context. Although the storm impacts on WWTPs were discussed over 20 

years ago (Durchschlag et al., 1992; Harremoës et al., 1993) and control strategies, like 

bypassing, storage tank filling and step feeding, are widely discussed, those strategies 

have not been evaluated in BSM2, the plant-wide benchmarking layout. Moreover, results 

on strategies focused on the GHG emissions during storms do not yet exist. 

 

2.7 Objectives 

The objectives of this work can be defined as follows: 

I. Experimentally characterize the spatio-temporal variations of N2O emissions in full-scale 

WWTPs 

- Record the magnitude and spatio-temporal variation of N2O emissions  

- Study the effect of rain events on GHG emissions 
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- Analyze N2O emission with respect to other plant dynamic data, e.g. influent loads and 

aeration flow rates  

II. Modelling of N2O and other GHG emissions from full-scale plants 

- Build activated sludge models for GHGs (ASMG) which integrate the N2O production 

by heterotrophic, AOB and PAO pathways using the common ASM submodels as a 

basis 

- Implement the ASMG models in benchmarking systems and real plants 

- Estimate the parameter values of the ASMG models on the basis of full-scale 

measurement data or other suggested values using a long-term dataset 

- Estimate the GHG emissions which are not measured at a full-scale plant 

- Give suggestions on how to differentiate ASMG models based on qualitative reasoning 

III. Develop control strategies for reduction of GHG emissions and wet-weather impacts on 

GHG emissions 

- Include GHG emissions into the plant performance evaluations 

- Suggest and benchmark control strategies with the consideration of reducing N2O 

production and total GHG emissions  

- Investigate the effects of shocks due to the influent flow rate, the component loads and 

the temperature on the performance of WWTPs, especially with a focus on N2O 

emissions 

- Propose and benchmark control strategies for storm event handling with consideration 

of GHG mitigation 
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3 Benchmark GHG modelling and controlling 

3.1 Introduction 

In this section, the Activated Sludge Model for GHG No. 1 (ASMG1) is built by combining 

ASMN (Hiatt and Grady, 2008) and the aerobic AOB denitrification model proposed by 

Mampaey et al. (2013), which is referred to as “original ASMG1”. In addition, a 

modification is made to the DO kinetics term of this aerobic AOB denitrification model 

resulting in the model version referred to as “modified ASMG1”. Calibration and validation 

is done for both original and modified ASMG1 models. Calibration and validation is 

intended to agree with, on the one hand, the regular BSM2 simulation results, i.e. effluent 

quality and operation cost, obtained with the existing BSM2 model which implements 

ASM1 (Nopens et al., 2010), and, on the other hand, to match overall N2O emission data 

reported in the literature (Ahn et al., 2010; Foley et al., 2010).  

Following the calibration and the validation, different control strategies are discussed 

regarding the GHG emissions and other plant performance criteria in the framework of 

BSM2. The simulations are first run with the current BSM2 influent file and then with a new 

influent file which containes an increased number of intense rain events in order to analyze 

the plant performance under hypothetical future climate conditions. 

Section 3.2 is redrafted from the paper “Guo L. and Vanrolleghem P.A. (2014) Calibration 

and validation of an Activated Sludge Model for Greenhouse gases No. 1 (ASMG1) - 

Prediction of temperature dependent N2O emission dynamics. Bioprocess and Biosystems 

Engineering, 37, 151-163.”. Section 3.3 is redrafted from the paper “Guo L., Porro J., 

Sharma K., Amerlinck Y., Benedetti L., Nopens I., Shaw A., Van Hulle S.W.H.., Yuan Z. 

and Vanrolleghem P.A. (2012) Towards a benchmarking tool for minimizing wastewater 

utility greenhouse gas footprints. Water Science and Technology, 66, 2483-2495.” and 
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“Guo L., Martin C., Nopens I. and Vanrolleghem P.A. (2012) Climate change and WWTPs: 

Controlling greenhouse gas (GHG) emissions and impacts of increased wet weather 

disturbances. In proceedings of IWA Nutrient Removal and Recovery 2012: Trends in 

NRR, Harbin, China, September 23-25 2012.”. These two papers were finished before the 

completion of the calibration work. Hence, in this thesis the results were updated using the 

calibrated parameters. 

 

3.2 ASMG1 model calibration and validation using BSM2 

3.2.1 Implementation and calibration/validation approaches  

I. ASMG1 models and implementation 

Two ASMG1 models (Table 3.1) are discussed. The original ASMG1 consists of ASMN 

(Hiatt and Grady, 2008) which extends ASM1 by including 2-step nitrification, 4-step 

denitrification, and an aerobic AOB denitrification model proposed by Mampaey et al. 

(2013) which assumes that a higher DO concentration leads to higher N2O production and 

NH4
+ donates electrons for NO2

- and NO reductions.   

Table 3.1 Summary of the two ASMG1-BSM2 models 

  

 
Original  

ASMG1-BSM2 
Modified  

ASMG1-BSM2 

ASMN Hiatt & Grady Hiatt & Grady 

AOB denitrification Mampaey A Modified Mampaey 

Reduction factor  
on NO2

- reduction 
Yes Yes 

Reduction factor  
on NO reduction to N2O 

No Yes 

DO kinetics Monod Haldane 
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The concept of the AOB denitrification model of Mampaey et al. (2013) agreed with 

general ideas in terms of NH4
+ being used as electron donor (Kampschreur et al., 2007; Yu 

et al., 2010), and by using this model no components (such as NH2OH) need to be added 

to the basis provided by ASMN. One of the most debated aspects regarding the AOB 

denitrification model is the role of DO (Aboobakar et al., 2013; Kampschreur et al., 2008; 

Law et al., 2012; Tallec et al., 2006; Yu et al., 2010). Therefore, in the modified ASMG1, a 

modification was made to the DO kinetics term of the original ASMG1. Some recent 

research suggests that for N2O production by AOB denitrification a maximum rate occurs 

at relatively low DO conditions (Tallec et al., 2006; Law et al., 2012). This behaviour may 

be explained by the hypothesis that a low DO stimulates N2O production while high DO 

inhibits it, meaning that the influence of DO can be expressed by Haldane (1930) kinetics. 

In this work the intermediate NH2OH is not considered to keep the model simple and not 

introduce a component that is hard to measure at full-scale. The overall effect of DO was 

described by the DO kinetic term defined in Eq. (3.1), which is a modified Haldane kinetic 

term: 

O
Haldane 2

SO_ AOB den. Haldane O O IO_ AOB den.

S
DO

+ S +S /K K



                         Eq. (3.1) 

where KSO_ AOB den. and KIO_ AOB den. are the kinetic parameters and ηHaldane, is calculated from 

KSO_ AOB den. and KIO_ AOB den. as Eq. (3.2) 

Haldane SO_ AOB den. IO_ AOB den.=1 2 /K K  
                                              Eq. (3.2) 

The form of the DOHaldane is presented in Figure 3.1.  

http://www.sciencedirect.com/science/article/pii/S004313541200718X
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Figure 3.1 Illustration of kinetic relationship between SO and DOHaldane in the modified 
Haldane term. 

 

The mathematical structure of the modified Haldane kinetics used here is a little different 

from the original structure (Haldane, 1930). The original Haldane kinetics never reaches 1 

as its maximum, which is different from the Monod kinetics which approaches 1. The 

proposed modified Haldane kinetics, i.e. Eq. (3.1), sets 1 as its maximum value in order to 

agree with the Monod term. Therefore, in Eq. (3.1), the parameters can be calculated from 

the half-saturation DO concentrations, SO,1 and SO,2, as usually done for Monod kinetics, 

while this is not possible for the traditional term. KSO_ AOB den. and KIO_ AOB den. are calculated 

respectively be Eq. (3.3) and Eq. (3.4). 

O,1 O,2

SO_ AOB den.

IO_ AOB den.

S S
=K

K


                                                                      Eq. (3.3) 

 
2

IO_ AOB den. O,1 O,2= S SK                                                                  Eq. (3.4) 

where SO,1 and SO,2 are the half-saturation DO concentrations (mg O2/l). 

Besides the modification of the DO kinetic term, two different growth reduction factors, 

ηAOB,1 and ηAOB,2, were multiplied respectively with the kinetic equations of the two AOB 

SO,1 SO,2 
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denitrification steps, i.e. NO2
- reduction to NO (step 1) and NO reduction to N2O (step 2), 

while in the original aerobic AOB denitrification model (Mampaey et al., 2013) only the step 

of NO2
- reduction to NO uses the growth reduction factor. The use of the growth reduction 

factor for both steps is based on the consideration that the maximum growth rate of AOB 

can be different for denitrification and nitrification reactions.  

In summary, the AOB denitrification model was modified as in Eq. (3.5), Eq. (3.1) replacing 

the Monod DO limitation term and multiplying the whole kinetic term by growth correction 

factors for the first and second step of AOB denitrification, ηAOB1 and ηAOB2. 

 

AOB den.

NH FNA NO
AOB AOB,1 AOB,2 Haldane AOB

NH NH_AOB den. FNA FNA_AOB den. NO NO_AOB den.

=

S S S
 or DO  or X

S + S + S +

r

K K K
  

     
           

       

Eq. (3.5) 

where DOHaldane is the DO kinetics term as defined in Eq. (3.1), ηAOB is the growth 

correction factor, and the multiplication term in curly brace is exactly the term suggested 

by Mampaey et al. (2013). The details of ASMG1 are given in Appendix D-F. 

The modeling and simulation software used is WEST (MIKEbyDHI.com). All ASMG1 

models were implemented in the BSM2 whole plant configuration, Figure 2.10, called 

original or modified ASMG1-BSM2 respectively, and were run under the same conditions 

as described in the finalized BSM2 paper which uses ASM1 (Nopens et al., 2010), named 

ASM1-BSM2.  

The paper describing ASM1-BSM2 (Nopens et al., 2010) compares the plant performance 

in open loop, i.e. without any controller active, Figure 2.10, with the performance obtained 

for three control strategies, i.e. the 1-DO control strategy, the 2-DO control strategy and 

the cascade control strategy, Figure 2.11. These ASM1-BSM2 reference results of the 
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open loop and the three control strategies were used to calibrate and validate both 

ASMG1-BSM2 models. The simulation results in terms of indices of effluent quality and 

operational cost for the ASMG1s-BSM2 were evaluated by exactly the same method as 

used for evaluating the ASM1-BSM2 with the extensions for the new oxidized nitrogen 

components according to Flores-Alsina et al. (2011).  

II. Calibration and validation objectives 

The ASMG1-BSM2 models were calibrated in open loop and on literature data of yearly 

N2O emissions. They were then validated with the data of the three control strategies of 

ASM1-BSM2 (Nopens et al., 2010). The objectives of model calibration thus include fitting 

the N2O emission factor, the effluent quality and the operational cost. Given the fact that 

BSM2 is a virtual plant, no real N2O data are available, but a realistic value of N2O 

emission can be obtained from literature. For plants with a modified MLE process the N2O 

emission factor is in the range of 0.1-1% of the influent TN load (Ahn et al., 2010; Foley et 

al., 2010). Therefore, for BSM2 which is also a MLE plant, 0.5% was chosen as the N2O 

emission factor to be reached after model calibration. Effluent quality, including the EQI 

and the yearly averaged effluent concentrations, and the OCI should agree with the results 

given in the finalized ASM1-BSM2 (Nopens et al., 2010). The weight factors used in EQI 

and OCI were the same as in the finalized ASM1-BSM2. In the EQI, only NO3
- was 

included, although there are other oxidized N-species (NOx), i.e. NO2
-, NO and N2O. The 

reason is that in real WWTPs, usually only effluent NO3
- is monitored and the 

concentrations of NO2
-, NO and N2O are negligible compared to NO3

-. The validation only 

considered the effluent quality and OCI criteria because no N2O emission factor values are 

currently available for plants running with such controllers.  

The difference between the original and modified AOB denitrification models was further 

explored in terms of N2O by comparing their sludge production rates and dynamic N2O 
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emissions. Finally, in open loop, the results of implementing only ASMN into BSM2, 

termed ASMN-BSM2, were compared with those of the ASMG1s-BSM2 to further evaluate 

the contribution of the AOB denitrification model in the integrated ASMG1 models.  

III. Calibration procedure 

Firstly, the simulation was run using the default parameter values suggested in the papers 

of Hiatt and Grady (2008) and Mampaey et al. (2013) to clarify the gaps with the 

calibration targets. Then the calibration was done following the procedure illustrated in 

Figure 3.2. This procedure gives the calibration approach and the targets of each step, 

denoted with “T”. The parameters were tuned under steady state conditions to make the 

steady state results of ASMG1-BSM2 similar to those of ASM1-BSM2 (Nopens et al., 

2010); then the parameter set was used in simulations under dynamic conditions to see 

whether the results agreed as well. If the dynamic simulation yielded good results, the 

model was subjected to validation; otherwise, the calibration had to be repeated.  

The calibration first focuses on adjusting the ASMN parameters and then moves on to the 

AOB denitrification parameters, because ASMN includes most processes (nitrification, 

denitrification, etc.). In terms of N2O emissions the objective is to obtain a N2O emission of 

ASMN-BSM2 lower than 0.5% of the influent TN-load because it can be expected that 

some of the overall N2O emission will be produced by AOB denitrification. Also, the 

bioreactor mixed liquor nitrite concentrations of the calibrated ASMN-BSM2 should be low 

because nitrite is a reactant for N2O production through the AOB pathway that will only be 

evaluated in the next step of the calibration.  

The concentrations of particulate biodegradable organic nitrogen (XND), slowly 

biodegradable substrate (XS) and soluble biodegradable organic nitrogen (SND) were 

targeted first because they are the sources of readily biodegradable substrate (SS) and 



 

52 
 

ammonia which serve in other process steps. Then the parameter tuning was taken to 

simulate the nitrogen removal process well, i.e. following Corominas et al. (2011) first the 

ammonia oxidation and nitrite oxidation processes and then the denitrification processes, 

so as to satisfy the nitrate and nitrite concentrations and ultimately the N2O gas flux.  

The selection of parameters for calibration was based on expert knowledge (Sin et al., 

2008a). Some parameter values were initialized based on ASM1-BSM2 (Gernaey et al., 

2014), since some processes in ASMG1 have the same kinetic equations as in ASM1, 

including hydrolysis, ammonification and heterotrophic aerobic organic degradation. It is 

important to acknowledge that ASMN was proposed for high-strength wastewater in terms 

of nitrogen load (Hiatt and Grady, 2008), while the BSM2 plant treats typical, less strong 

municipal wastewater. Hence, some of the parameters in ASMG1-BSM2 should use the 

commonly accepted values, i.e. the default ASM1 (Henze et al., 2008), instead of the 

ASMN defaults. Besides absolute values, for some parameters a fixed ratio relationship 

was adopted, e.g. the half-saturation coefficients for oxygen and substrate (KOH and KS) in 

the aerobic heterotrophic growth and anoxic denitrification, and the growth factor of each 

denitrification step. The nitrogen conversion in each step can then be adjusted through 

manipulation of the ratios.  

Although the calibration procedure described above was only applied to the BSM2 virtual 

plant, it has a general application potential which is believed to be useful for real plant 

calibration. 
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Figure 3.2 The calibration procedure and the sub-targets of each step. 
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3.2.2 Results 

I. Calibration results 

Table 3.2 gives the results of ASMN-BSM2 before and after calibration. Compared to the 

results obtained when using default ASMN parameters the N2O emission factor of the 

calibrated ASMN-BSM2 was significantly reduced to below 0.5%. This thus gave the 

possibility of achieving the pursued N2O emission factor around 0.5% by adding AOB 

denitrification (either original or modified ASMG1-BSM2). Also, the NO2
- concentrations 

were reduced by the calibration (Table 3.2) and this will also reduce the N2O production 

potential by AOB when using the ASMG1-BSM2 models. 

Table 3.3 lists the values of the ASMN submodel parameters that were changed from their 

defaults and states the calibration target that was used to tune each parameter. Table 3.4 

lists the parameters of the AOB denitrification models used in the subsequent calibration 

step. The calibration results of the original and modified ASMG1-BSM2 are given in Table 

3.5. Similar results as ASM1-BSM2 in terms of effluent quality and operational costs are 

obtained and their N2O emission factors are around 0.5%, indicating that both models thus 

pass the calibration.  

Before validation is started (Figure 3.2) the next step consists of evaluating the models’ 

performance by comparing the results obtained by dynamic simulation with observed data 

(in our case, from the finalized ASM1-BSM2). Figure 3.3a compares the DO, NO3
- and 

NH4
+ concentrations in ASU4, i.e. the second aerobic tank in the BSM2 configuration, in 

open loop simulated by the original ASMG1-BSM2, the modified ASMG1-BSM2 with the 

finalized ASM1-BSM2. The results show that the three models behave very similarly, 

except for NO3
- probably because ASM1 has only one type of NOx while the ASMG1 

models include several NOx components. This result demonstrates that the ASMG1 
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models are also adequate for dynamic simulation in open loop despite the fact that the 

model calibration objectives only considered yearly averaged values. It also allows moving 

on to the validation step. 

 

Table 3.2 Open loop BSM2 results obtained with ASMN with default and calibrated 
parameters 

 Default ASMN-BSM2a Calibrated ASMN-BSM2 

N2O emission factorb 6.42% 0.36% 

Effluent quality  

Av. SNO3 (gN/m3) 7.62 8.40 

Av. SNH (gN/m3) 3.78 1.82 

Av. TN (gN/m3) 13.01 12.05 

Av. TSS (gCOD/m3) 14.73 14.93 

Av. COD (gCOD/m3) 48.48 48.55 

Av. BOD5 (gCOD/m3) 2.97 2.86 

EQI 6649 5737 

OCI 8729 9116 

Average NO2
- concentration in each ASU 

ASU1 1.07 0.15 

ASU2 0.79 0.11 

ASU3 1.52 0.24 

ASU4 1.77 0.22 

ASU5 1.92 0.17 

Note: a. Results are calculated by using default parameters given in Hiatt and Grady 
(2008); b. N2O emission factor is expressed as the percentage of influent TN load emitted 
as N2O-N. 
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Table 3.3 Tuned parameters of the ASMN submodel and corresponding target of each 
parameter tuning 

Parameter Unit 
Default 
parameters 
of ASMNa 

Calibrated 
parameters 
of ASMN  

Sub-target 

bAOB d-1 0.055 0.028 T0.3 

bNOB d-1 0.055 0.028 T0.3 

bH d-1 0.232 0.3 T0.3 

ka l/(mg biomass COD ∙ d) 0.1136 0.07 
T0.3, T1.1, 
T1.2 

KFA mg N/l 0.0075 0.004 T2.1 

KFNA mg N/l 0.0001 10-6 T2.1 

kh mg COD/(mg biomass COD ∙ d) 1.275 2.89 T0.3 

KI10FA mg N/l 0.2 0.5 T2.1 

KI10FNA mg N/l 0.04 0.1 T2.1 

KI5NO mg N/l 0.075 0.2 T2.2 

KN2O mg N/l 0.05 0.02 T2.2 

KNO mg N/l 0.05 0.04 T2.2 

KNO2 mg N/l 0.2 0.3 T2.2 

KNO3 mg N/l 0.2 1.5 T2.2 

KOH mg O2/l 0.1 0.2 
T0.1, T0.2, 
T5 

KOH1 mg O2/l 0.1 0.2 
T0.1, T0.2, 
T5 

KOH2 mg O2/l 0.1 0.2 T2.2, T5 

KOH3 mg O2/l 0.1 0.2 T2.2, T5 

KOH4 mg O2/l 0.1 0.2 T2.2, T5 

KOH5 mg O2/l 0.1 0.2 T2.2, T5 

KS1 mg COD/l 20 15 T3.1, T3.2 

KS5 mg COD/l 40 30 T2.5 

KX mg COD/mg biomass COD 0.15 0.1 T0.2, T1.1 

ηg2 - 0.28 0.3 T2.2 

ηg3 - 0.16 0.3 T2.2 

ηg4 - 0.35 0.6 T2.2 

ηg5 - 0.35 0.8 T2.2 

ηh - 0.4 0.8 T0.2, T1.1 

YH 
mg biomass COD formed/ 
mg COD removed 

0.6 0.67 
T0.1, T3.1, 
T3.2 

Note: a. Reference temperature is 15 oC and the parameter values are from Hiatt and 
Grady (2008). 
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Table 3.4 Tuned parameters of the two AOB denitrification submodels and corresponding 
target of each parameter tuning 

Parameter Unit 

Default 
parameters of 
original AOB 
den. modela 

Calibrated 
parameters of 
original AOB 
den. model 

Calibrated 
parameters of 
modified AOB 
den. model 

Sub-target 

KFNA_AOB den. mg N/l 0.002 0.0006 0.0006 T4.2 

KSO_AOB den. mg O2/l 0.5 1 - T4.1 

KSO_mod. AOB den.  mg O2/l - - 11.40 T4.1 

KIO_mod. AOB den. mg O2/l - - 0.035 T4.1 

ηAOB1 - 0.028 0.5 0.5 T4.1 

ηAOB2 - 1 0.5 0.5 T4.1 

Note: a. Parameter values are from (Mampaey et al., 2013) and “den.” stands for 
“denitrification”. 
 
 
Table 3.5 Calibration results of ASMG1 BSM2 in open loop 

 
Finalized 
ASM1-BSM2a 

Calibrated  
original  
ASMG1-BSM2 

Calibrated  
modified  
ASMG1-BSM2 

N2O emission factorb - 0.49% 0.50% 

Effluent quality    

Av. SNO3 (gN/m3) 7.47 7.32 7.30 

Av. SNH (gN/m3) 1.65 1.51 1.55 

Av. TN (gN/m3) 11.20 10.71 10.74 

Av. TSS (gCOD/m3) 15.90 15.63 15.63 

Av. COD (gCOD/m3) 50.06 49.51 49.51 

Av. BOD5 (gCOD/m3) 2.77 2.82 2.82 

EQI 5661 5400 5422 

OCI 9208 9104 9104 

Note: a. Results are from the BSM2 finalization paper of Nopens et al. (2010); b. 
Calibration objective of the N2O emission factor (% of influent TN load emitted as N2O-N) 
is 0.5%.  
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II. Validation and model discrimination 

The validation was done for the three control strategies proposed in the finalized 

ASM1-BSM2. Table 3.6 gives the validation results of the calibrated original and modified 

ASMG1-BSM2. According to Table 3.6, the two ASMG1 models pass validation, indicating 

good model transferability of the indices listed in Table 3.6. These results thus suggest that 

the extrapolation power of the models in terms of traditional performance criteria is quite 

important, especially given the important change these controllers make to the DO dynamics 

that significantly affect the nitrification/denitrification processes. 

In order to better reveal the actual differences between the two models, Table 3.7 compares 

the average N2O production rates by the different bacterial groups and the average N2O 

emission rates. Under each scenario, little difference was observed between both models for 

the average total net production rate and the average N2O emission rate. However, under 1-

DO and 2-DO control strategies, the modified ASMG1-BSM2 simulated significantly more 

AOB-produced N2O but at the same time also a higher N2O removal by heterotrophs leading 

to the same net production rate as the original ASMG1-BSM2. In theory, this significant 

difference could be used to discriminate between the two models. A recently proposed 

method based on the isotope signature of N2O could, for instance, be used to assess the N2O 

production by the different pathways, but there still remains difficulties to partition N2O 

sources, e.g. under low DO conditions (Wunderlin et al., 2013). 

Dynamic results can be considered as an alternative source of information for model 

discrimination. Indeed, Figure 3.4 compares the sum of dynamic N2O emissions from the 

three aerobic tanks during the two warmest weeks and the two coldest weeks for the two 

models. The dynamic data show that the two calibrated models present little difference in 

open loop while for the controlled systems during the coldest weeks significantly lower N2O 

emissions are obtained when using the modified ASMG1-BSM2 compared to the original 
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ASMG1-BSM2. According to Table 3.6, the yearly averaged N2O emission factors of the 

modified ASMG1-BSM2 and the original ASMG1-BSM2 are similar, which means that during 

the intermediate temperature periods, more N2O is emitted by the modified ASMG1-BSM2 

than the original ASMG1-BSM2. Generally, the models differ a lot in terms of dynamic N2O 

emissions under different control strategies, which suggests that observations under dynamic 

conditions could be exploited for model discrimination. 

As in the calibration step with dynamic model evaluation, Figure 3.3b compares the DO, NO3
- 

and NH4
+ concentrations in ASU4 under the 1-DO control strategy simulated by the original 

ASMG1-BSM2, the modified ASMG1-BSM2 and the finalized ASM1-BSM2. Again, the three 

models show very similar dynamics except for NO3
-, as discussed above. 
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Figure 3.4 Comparison of total dynamic N2O emissions in the two warmest (a) and the two 
coldest weeks (b) in open loop and under the three tested control strategies.  
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3.2.3 Discussion 

I. Calibration and validation method 

The calibration and validation procedure proposed in this section was applied to fit a model 

using the virtual data provided by the BSM2 benchmark model, but the procedure can 

generally be applied to calibrate/validate full-scale plants. The particularity of the approach 

to calibrate/validate a new model is that it took advantage of the knowledge consolidated 

in a widely accepted model. Such a model is used to generate data that represent reality in 

such a way that it is acceptable for a new model to be calibrated/validated using these 

virtual data. In fact this calibration/validation concept exploits the fact that when different 

models are used for the same system (plant or reactor), they should give similar results. In 

this case these are the traditional plant performance indices, i.e. the effluent quality and 

the operational cost.  

Importantly, it is believed that the proposed calibration procedure provides expert guidance 

on how an ASMG1 model could be calibrated for a real plant. This calibration method is 

applied to an actual plant in Chapter 4. 

Comparing the N2O emissions from a steady-state simulation with those for a dynamic 

simulation (Figure 3.5a) confirms that the steady-state N2O emissions can be quite 

different from the average of N2O emissions calculated under dynamic conditions. Dividing 

the emission rates with the influent TN load did not reduce the variation (Figure 3.5b). This 

indicated the importance of dynamic simulation rather than by steady-state simulation. In 

other words, the model should be run dynamically to get the proper value to compare with.  
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a. Comparison of N2O emissions (modified ASMG1-BSM2) 

 

 

 

 

 

 

 

b. Comparison of N2O emissions factors (modified ASMG1-BSM2) 

 

 

 

 

 

 

 

 
 
Figure 3.5 Comparison of daily averaged N2O emissions in open loop under steady-state 
simulation and dynamic simulation with the modified ASMG1-BSM2. 
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In this section, the averaged dynamic simulation results are used as objectives of the new 

model’s calibration and validation. However, model calibration and validation objectives 

reflect the purpose of the model (Gernaey et al., 2004b). In most applications of the 

benchmark models, different scenarios are evaluated and compared in terms of these 

yearly averaged index values (Flores-Alsina et al., 2011; Nopens et al., 2010) and this was 

the underlying reason for the objectives adopted in this section. Moreover, Figure 3.3 

demonstrates that the ASMG1 models calibrated using the yearly averaged values 

satisfactorily pass the comparison with the finalized ASM1-BSM2 model under dynamic 

conditions. However, while this holds for this case study calibration and validation under 

dynamic conditions may be needed in other cases, e.g. when applying the model for more 

detailed process optimization or peak performance (Gernaey et al., 2004b).  

II. Contribution from the AOB denitrification models 

The N2O production by AOB is still under study and no model has been agreed upon yet. 

This section illustrates how this still unclear part of the N2O model may affect simulation 

results and may therefore help directing experimental work. Comparing the calibration 

results under open loop in Table 3.2 and Table 3.5, once the ASMN parameters are set, 

the effluent quality index and operational cost index of using only the ASMN submodel can 

give similar results as using the whole ASMG1, but the N2O emission factor obtained by 

using ASMG1 was obviously larger than by using ASMN. The results also show that 

compared to ASMN, adding the AOB denitrification submodel has only little influence on 

the average simulation values of effluent quality and OCI. This is quite different for its 

contribution to N2O production.  

A new mathematical formulation of the Haldane kinetics term, Eq. (3.1), was proposed and 

used to describe the influence of DO in the modified ASMG1-BSM2. Using this kinetics 

model structure has two advantages: its parameters can easily be obtained from half-
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saturation concentrations, and the maximum is kept at 1 as for Monod kinetics. This 

modified Haldane kinetics term has not been applied to the FNA, FA and NO inhibition 

terms in this section, since the calibration and validation objectives are already satisfied. 

Moreover, compared to DO whose concentration has a significant effect on the model 

simulation results, the FNA, FA and NO concentrations are usually low making that their 

inhibition terms approximate 1. However, for the future it is suggested to use this new 

kinetics term to also describe substrate inhibition given its two advantages compared to 

the original Haldane term. 

III. N2O emissions under different process conditions 

The relationship between N2O production and different process conditions has already 

been discussed (Lotito et al., 2012). Figure 3.4 presents the effect of temperature variation 

on the model’s response. Although the two ASMG1 models show different dynamic 

patterns of N2O emission under particular conditions (Figure 3.4), they both simulated 

higher N2O emissions under warm conditions. The fact that this seasonality is what is 

generally observed in practice, e.g. Daelman et al. (2013a), can be considered an 

important independent validation of these two models. The models allowed suggesting the 

following explanation. Increasing temperatures increase bioreaction rates, e.g. 

heterotrophic denitrification rates and AOB denitrification rates. Heterotrophs reduce NO to 

N2O, but more importantly, they also reduce N2O to N2. Since the rates of both reactions 

increase with temperature, the net production rate by heterotrophs, equal to the difference 

of the two reaction rates, does not change too much over the year (Figure 3.6a). However, 

AOB can only reduce NO to N2O and are unable to further reduce N2O to N2. Hence, the 

increasing rate of AOB denitrifying NO to N2O results in a pure increase in accumulation of 

N2O in warmer conditions. As a result, the total net N2O production rate, the sum of net 

production rates by heterotrophs and AOB, is higher during warm periods (Figure 3.6b).  
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a. Comparison of N2O net production rate by AOB and heterotrophs (modified ASMG1-BSM2) 

 

 

 

 

 

 

 

 

b. N2O total net production rate (modified ASMG1-BSM2) 

 

 

 

 

 

 

 

 

 
 
 
 
Figure 3.6 Comparison of daily averaged dynamic N2O production rates by different 
bacteria groups simulated with the modified ASMG1-BSM2 in open loop. 
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Besides temperature dependency, the different control system scenarios discussed below 

exhibit different N2O emissions. The cascade control strategy has clearly higher N2O 

emissions than the other two control strategies and the open loop system. The cascade 

control has a tendency to decrease the DO concentrations to enhance energy saving 

(Flores-Alsina et al., 2011). According to the description in Section 3.2.1 “I. ASMG1 

models and implementation”, this low DO level will directly stimulate AOB-produced N2O 

through the Haldane term of the modified ASMG1. It may also induce a high NO2
- 

concentration which indirectly promotes AOB-produced N2O. Both modified and original 

ASMG1 models predict such behavior. The way the models describe the relationship 

between N2O production and DO concentrations agrees with experimental observation (Yu 

et al., 2010; Lotito et al., 2012). 

IV. Future N2O measurement strategies 

While the ASMG1 models do not show differences in terms of averaged measurement 

values, even for the different control strategies that bring the models in more extreme 

situations, the detailed dynamic results suggest that several short-term on-line 

measurements of N2O emissions should be carried out to help discriminate the models. 

This conclusion has practical consequences and is in an agreement with Daelman et al. 

(2013a) who demonstrated the usefulness of on-line high-frequency data for studying the 

process. Considering financial and other limitations, measurement campaigns for N2O 

emissions could be designed to be spread over several short-term campaigns, e.g. every 

one or two weeks, over a whole year to cover different seasons. Then, by comparing the 

measurement data with the simulation results, the models can be further validated or 

falsified. 
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3.3 Control of GHG emissions in BSM2 

3.3.1 Methods 

I. Models and control strategies 

In order to find the strategies which can achieve a good balance between EQI, OCI and 

GHG emissions under different weather conditions, six scenarios or control strategies 

were studied in this section (Table 3.8). It must be noticed that the evaluation of GHG 

emissions follows the approach of Flores-Alsina et al. (2011), that is the N2O emissions 

are calculated from the modified ASMG1 while other contributions to total net GHG 

emissions, like CO2 emissions due to energy consumption, CO2 emissions from 

bioreaction, are evaluated by the Bridle model.  

In order to maintain the controlled variables (e.g. DO and NH4
+ concentrations) around the 

setpoints, the proportional-integral (PI) algorithm, Eq. 3.6, is used to adjust the values of 

the manipulated variables.  

PI 0 P

I

1
u u K e e dt

T

 
      

 
                              Eq. (3.6) 

where uPI is the manipulated variable calculated by the PI algorithm, e is the error between 

the measurement and the setpoint of the controlled variable, and u0, KP and TI are the 

coefficients of the PI controller. Moreover, for some PI controllers, there are limits for the 

manipulated variable. When uPI < uMin, the final value of the manipulated variable, u, is uMin; 

when uPI > uMax, u = uMax. 

The parameters of the PI controllers are given in Table 3.9. The bioreaction model used in 

this section is the modified ASMG1-BSM2 after calibration.  
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The open-loop Scenario 1 is different from the one used in the BSM2 calibration, Section 

3.2. The bypasses were removed in Scenario 1, in order to better compare the plant 

performance when the wet weather control strategies were added. The NH4
+-DO control 

strategy adds a minimal DO concentration requirement for the first aerobic tank ASU3, 

Figure 3.7. As mentioned in Section 3.2, the purpose of the cascade control is to limit the 

NH4
+ violation with minimal aeration energy consumption. Hence, in some cases when the 

effluent NH4
+ concentration is low, the controller will allow the DO to drop to low values. 

The resulting low DO concentrations can result in high NO2
- concentrations and then 

promote the N2O production by AOB. In order to make the N2O production not 

substantially exceed the ones obtained by other control strategies, the DO of ASU3 is kept 

above 1 mg/l in the cascade control. In other words, the DO controller of ASU3 receives 

two signals for kLa3: one being a ratio to the kLa5 and the other imposing a minimal DO 

concentration. The controller picks the larger value for kLa3. A separate DO control 

strategy was tested. It controls the DO concentration of each aerobic ASU individually. A 3 

DO control strategy was also studied by Vanrolleghem and Gillot (2002) inspired by the 

constant aeration intensity of BSM1 causing insufficient DO in the aerobic tanks at daytime 

and excessive DO at night. This simple 3 DO strategy proved to give acceptable 

performance in terms of effluent quality, energy cost and investment cost in the case of 

BSM1 (Vanrolleghem and Gillot, 2002). In this section, this strategy is proposed and 

studied with particular consideration on N2O and GHG emissions. A NH4
+-DO cascade 

control strategy in which the NH4
+ controller sets the DO setpoint has the advantage of 

limiting NH4
+ violations whereas controlling the spatial DO distribution is meaningful for the 

N2O production. Consequently, a combination strategy, i.e. Scenario 2, was studied, as 

presented in Figure 3.8.  
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Table 3.8 Control strategies tested in the thesis 

Scenario # Description Controlling parametersa 

Scenario 1 Open loop kLa3=1.5∙kLa4=3∙kLa5=180 d-1 

Scenario 2 Cascade  
NH4

+_SP5=1.0 mg/l            DO_SP5=NH4
+_u5 

DO_Min3=1.0 mg/l             kLa3=1.5∙kLa4=3∙kLa5 

Scenario 3 Separate DO DO_SP3 = 2           DO_SP4 = 2         DO_SP5 = 1 

Scenario 4 Cascade + 1 DO 
DO_SP3 = 2                       NH4

+_SP5 = 1.5 
DO_SP5=NH4

+_u5             kLa4=2∙kLa5 

Scenario 5 
Step feeding  
+ Scenario 4 

DO_SP3 = 2                       NH4
+_SP5 = 1.5 

kLa4=2∙kLa5                        f3=f4=f5=1/3 
QT = 60000 

Scenario 6 
Sludge recycling + 
Scenario 4 

DO_SP3 = 2                       NH4
+_SP5 = 1.5 

kLa4=2∙kLa5                         runder = 0.5 

Note: a. DO_SP3, DO_SP4 and DO_SP5 are the DO set points (mg/l) of ASU3-ASU5 
respectively; NH4

+_SP5 is the NH4
+ concentration setpoint (mg/l) of ASU5; NH4

+_u5 is the 
controller output (mg/l) of the NH4

+ controller in ASU5; kLa4 and kLa5 are the oxygen 
transfer coefficients (d-1) of ASU4 and ASU5 respectively; f3, f4 and f5 are the setpoints for 
the inflow distribution fractions to ASU3-ASU5; QT (m

3/d) is the threshold of the plant inflow 
at which step feeding begins; runder is the ratio of the settler underflow rate to the inflow rate 
of the secondary settler.  

 

 

Table 3.9 Parameters of the PI controllers 

Controlled 
variable 

Applied in ASU #  
of Scenario # 

u0
a KP

 b TI
 c uMax

 d uMin
 d 

NH4
+ ASU5 of Scenario 2, 4-6 0.1  -10 1 N/A N/A 

DO 

ASU5 of Scenario 2, 4-6 60 1000 500 300 0 

ASU1-3 of Scenario 3; 
ASU3 of Scenario 2, 4-6 

135 400 0.1 300 0 

Note: a. unit of u0, KP and TI is mg O2/l for NH4
+ controller and is d-1 for DO controller; b. 

unit of KP is 
2

4

mg O /l

mg NH -N/l
for NH4

+ controller and is 

1

4

d

mg NH -N/l




for DO controller; c. unit of 

TI is d-1 for both NH4
+ controller and DO controller; d. uMax and uMin is the name as u0. 
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Figure 3.7 NH4

+-DO cascade with minimal DO requirement strategy. SDO (mg/l) is the 
measured DO concentration; SNH4 (mg/l) is the measured NH4

+ concentration; DOmin (mg/l) 
is the minimal DO requirement; SPNH4 (mg/l) is the NH4

+ setpoint; e (mg/l) is the error 
between measured value and setpoint; kLa31 is the oxygen transfer coefficient based on 
minimal DO requirement; Max means to take the larger value between kLa31 and 3kLa5 as 
the final kLa3. 

 

 

 

 
Figure 3.8 NH4

+-DO cascade plus 1 DO controller strategy. SPNH4 (mg/l) is the NH4
+ 

setpoint; other denotations have the same meaning as in Figure 3.7. 
 

To deal with hydraulic shocks two control strategies were tested, a step feeding strategy 

and a sludge recycling control strategy. The step feeding strategy equally distributes the 

influent over the three aerobic tanks. The sludge recycling strategy uses a ratio controller, 
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i.e. the underflow rate of the secondary settler is proportional to its inflow rate. Olsson and 

Stephenson (1985) made it clear that it is much better to use the inflow to the settler as 

input to the controller than the influent flow rate of the WWTP. This is because of the 

hydraulic propagation that leads to a time delay between flow rate increases in the influent 

and the increase in the inflow to the settler. If this delay is not considered properly this may 

disturb the settler hydraulics. Even though the BSM2 model does not describe such 

hydraulic propagation, it was decided for didactical reasons that the sludge recycling 

controller uses the inflow rate of the secondary settler and multiplies it with a ratio to 

calculate the sludge recycling flow rate. The two rain event control strategies were 

combined with the Scenario 2 controller. All scenarios were evaluated in terms of GHG 

emissions, effluent quality and operational cost, with the same criteria as in Section 3.2. 

II. New influent file 

In order to further study the effect of rain events on plant performance, a new 609-day 

input file was generated using the influent disturbance scenario generator of Gernaey et al. 

(2011). This generator is a phenomenological model that represents the main 

characteristics of a catchment area (rainfall, household and industry discharges, soil 

infiltration, sewer network, etc.) to describe the typical dynamic characteristics observed in 

a full scale WWTP influent such as: diurnal phenomena, weekend effect, seasonal 

phenomena (e.g. increased infiltration in the wet season compared to the dry season), 

holiday periods, and rain events. The output is the influent flow rate and temperature 

profile and the pollutant concentrations in terms of the ASM1, ASM2d or ASM3 state 

variables.  

In view of the effect that climate change might have on the intensity and frequency of rain 

events (Giorgi et al., 2001; Hulme et al., 2002; Solomon et al., 2007) a new influent profile 
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was generated by modifying the parameters in the rainfall generator (Gernaey et al., 

2011). The generation of the rain intensity in the influent generator depends on 2 

parameters: the constant converting the output of the random number generator to a value 

representing rainfall intensities, LLrain, and flow rate per mm rain, Qpermm. A sensitivity 

analysis of the model (Flores-Alsina et al., 2012) showed that LLrain is related to the 

number of rain events and a lower value corresponds to more rain events, and Qpermm is 

related to the intensity of the rains where a larger value results in a higher intensity. In 

order to generate an influent file with more rain events and higher rain intensity, LLrain 

was set at 3.4 mm/d and Qpermm at 1600 m3/mm. The influent generator also considers 

the effect of the sewer system and includes a simple model to describe the first flush effect 

(Gernaey et al., 2011).  

Although the number of rain events did not increase significantly (324 against 318), the 

new rain profile exhibits higher intensity rain events (maximum intensity of 85687 m3/day 

against 78800 m3/day of the original file), indicating that in the future there will be more 

intense storm events. Overall, a total rainfall increment of 16% was considered (from 

1.43×106 to 1.67×106 m3). However, the effect on the final flow rate entering the WWTP is 

not so important since the contribution from the household and industries (around 60 % of 

the flow) was not modified. The influent quality does not change too much either since the 

same influent composition was used. The Influent Quality Index (IQI) for the last 364 days 

is 74785 pollution units/d for the current influent file compared to 75301 pollutions units/d 

for the adapted influent file. 
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3.3.2 Results and discussion 

Figures 3.9 and 3.10 compare the performance of the different control strategies for 8 

criteria using the current influent file and the future influent file respectively.  

 
Figure 3.9 Comparison of different control strategies using the current influent file. OCI: 
Operation Cost Index; EQI: Effluent Quality Index. First 4 criteria relate to GHG; next 4 to 
traditional BSM2 criteria. 
 
 

 

Figure 3.10 Comparison of different control strategies using the future influent file.  
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I. Current conditions 

When comparing the different controllers under current climate conditions, the open loop 

generally has the largest or the second largest value in all evaluation criteria compared to 

those of the control strategies (Figure 3.9). Especially, the NH4
+ violation in open loop is 

much higher than the values for the control strategies. It means that using control 

strategies can improve plant performance in at least one aspect of EQI, OCI and GHG 

emissions. 

The separate DO control shows the largest reduction in N2O emissions, which is 76.2% 

compared to the open loop. However, all the scenarios, including the open-loop scenario 

and the control strategies, do not show a big difference in the total net GHG emission, 

because in the total net GHG emission the GHG emission from the biodegradation of the 

wastewater takes the largest proportion and this does not change significantly among all 

scenarios. However, it must be noticed that according to the IPCC (2006), the bioreaction-

CO2 belongs to biogenic CO2 and it is to be excluded from the evaluation. The lowest total 

net GHG emission is still observed for the separate DO control strategy, which is 15.3% 

compared to the open loop. The cascade strategy does not reduce N2O as much as the 

separate DO strategy, but it showed no NH4
+ violation and a low EQI combined with low 

aeration energy consumption and low OCI. Compared to the open loop, the EQI and the 

OCI are reduced by 8.8% and 9.4% respectively under cascade control. Although the 

separate DO control strategy also reduced NH4
+ violations a lot compared to the open 

loop, the value is still larger than the cascade control, and it comes as well with higher OCI 

and EQI. Compared to the open loop, the decrease of OCI is almost negligible (0.8%) 

under separate DO control and the EQI is even increased slightly by 3.0%. Actually the 

cascade control focuses on limiting the NH4
+ effluent violation with low aeration energy 

consumption. Therefore, it tends to set a low DO setpoint which may lead to more N2O 
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production by AOB denitrification. On the other hand, although the 3 DO control strategy 

proved to have good performance on making balance among different criteria in terms of 

energy cost, effluent quality and investment cost (Vanrolleghem and Gillot, 2002), the 

original motivation for designing the separate DO control strategy was not focused only on 

effluent quality, but e.g. either aiming at N2O control as in the current paper or optimizing 

aeration as in Vanrolleghem and Gillot (2002). Therefore, such a kind of control strategy is 

not reliable for effluent quality control, i.e. the effluent quality is unpredictable when only 

focusing on DO control. Actually, the separate DO strategy presented the highest NH4
+ 

violations among all control strategies, i.e. 0.06% under current conditions, and this 

violation was further increased to 0.09% under future conditions, although such violations 

are also quite small compared to the values in open loop. Therefore, in order to optimize 

for objectives on both N2O emission reduction and NH4
+ violation control, the cascade plus 

1 DO control strategy was proposed. Figure 3.9 shows that this strategy reduces N2O 

emission by 44.1% compared to the open loop. This N2O emission amount is lower than 

that under cascade control. Meanwhile, the cascade plus 1 DO control strategy has lower 

NH4
+ violation, which is a negligible viloation, and lower EQI and OCI than the separate DO 

control. It suggests that this coupled strategy makes a balance between N2O mitigation 

and effluent quality control.   

With these promising results, the step feeding and the sludge recycling control were added 

to the cascade plus 1 DO control strategy. The two strategies present very similar 

performance. The sludge recycling control emitted slightly less GHG (16.5×103 kg CO2 

eq./day against 16.7 kg CO2 eq./day), but its violation total suspended solids (TSS) is a 

little higher (0.21% against 0.19%). Such differences are negligible under current 

conditions, but the differences on effluent violations are amplified a little under future 
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conditions, i.e. 0.33% with sludge recycling control against 0.28% with step feeding for 

TSS violations. 

II. Future conditions  

Figure 3.10 clearly shows that although the rain events are predicted to increase by 16%, 

not too much difference is found in the evaluation results, probably because of their similar 

IQI values. However, some differences are still present in the NH4
+ and TSS violations. 

One thing that must be kept in mind though is that in BSM2 the primary settler is simulated 

by the Otterpohl-Freund model (Otterpohl and Freund, 1992; Otterpohl et al., 1994), the 

secondary settler is modelled by a Takács 10-layer model (Takács et al., 1991) and the 

sludge thickener is described by point settler model. It is generally accepted that such kind 

of state-of-the-art models is not really applicable to describe settlers under storm 

conditions and further development is required in terms of better simulating the effluent 

solids concentration and modelling the continuous sedimentation (Plósz et al., 2007; Plósz 

et al., 2009; Bürger et al., 2011). . 

Based on the studies in this thesis, it is shown in Figure 3.10 that without any control 

strategy, i.e. in open loop, the effluent NH4
+ exceeds the effluent limits more under future 

climate conditions, while the N2O and GHG emissions remain essentially the same. All 

strategies still have good performance on limiting the NH4
+ violation but the effluent TSS is 

better controlled by the step feeding strategy and the sludge recycling control strategy. 

The step feeding shows the smallest TSS violation, reducing the TSS violation by 30.3% 

compared to that of open loop, and the sludge recycling control reduced the TSS violation 

by 19.0%. The results tell that these extended strategies handle the hydraulic shocks well 

and maintain a good balance between the N2O emissions and the effluent quality. 
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3.4 Conclusion 

 A modified Haldane term was proposed to describe the DO effect on N2O production 

by AOB. It reflects that the N2O production by AOB first increases and then decreases 

with increasing DO concentrations. The parameters of this modified Haldane term can 

be calculated from DO half-saturation concentrations, which is an important 

improvement compared to the original Haldane formulation.  

 The ASMG1 models were calibrated and validated using the framework of BSM2 by 

comparing the plant effluent quality and operating costs simulated by ASMG1 with the 

values simulated by the finalized ASM1-BSM2 model (Nopens et al., 2010), together 

with a consideration of reasonable N2O emission factors (0.5% of the influent TN-

load). The calibration procedure for the calibration of ASMG1-BSM2 is also applicable 

to real plants, e.g., the Eindhoven plant in Chapter 4. 

 The two ASMG1 models showed little difference for the average values, but the big 

difference of N2O dynamic emissions using different control strategies under cold 

weather conditions suggested that the models can be discriminated by carrying out 

more experimental studies in dynamic conditions, asking for high-frequency N2O data 

collection, and under different weather conditions.  

 The N2O emissions exhibited a relationship with the weather conditions and the 

operating conditions. N2O emissions are higher in summer than in winter. This result 

was shown to be related to the temperature dependency of bacterial activity. The 

accumulation of N2O in summer is mainly due to the increased AOB pathway activity, 

while the net N2O production by heterotrophs does not change too much all year 

round. The tested NH4
+-based cascade control has a disadvantage in terms of N2O 

emissions, although it has an advantage in terms of limiting the NH4
+ violations. On 

the other hand, spatially distributing the DO concentrations in the aerated zone, 
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especially increasing the DO concentration at the entrance of the aerated zone, e.g. 

ASU3 in BSM2, will significantly reduce N2O emissions, but it does not aim to limit 

NH4
+ violation. 

 Combining two simple strategies usually can improve the balance between the 

advantages of the two individual strategies. For instance, the cascade plus 1 DO 

strategy can appropriately limit the NH4
+ violation and the N2O emissions.  

 The strategies which extend the cascade plus 1 DO strategy with two wet weather 

control strategies, i.e. step feeding and sludge recycling control, allowed for good 

reduction in terms of TSS violations under future climate change affected conditions 

which may include more intense wet weather conditions. Again, these combined 

strategies inherited the advantages of the cascade plus 1 DO strategy.  

 

 



 

81 
 

4 Measuring and modelling N2O emissions from a 

real WWTP 

4.1 Introduction 

In this chapter, N2O emissions were studied on a real full-scale WWTP, i.e. the Eindhoven 

WWTP (The Netherlands). A one-month comprehensive measurement campaign was 

carried out at the plant to measure the dynamic N2O gaseous emission from the aeration 

zone of the bioreactor (Section 4.2). A detailed analysis was performed on these 

measurement data to investigate the relationship between the N2O emissions and the 

aeration flow rate and DO, NH4
+ and NO3

- concentrations. Specifically, knowledge was 

expanded regarding the DO effect on N2O production by AOB. Furthermore, considering 

that in the future there may be more extreme rain events caused by climate change (Giorgi 

et al., 2001; Hulme et al., 2002; Solomon et al., 2007), this measurement study also 

focused on the N2O emissions under wet weather conditions. 

In Section 4.3, an ASM model was built to simulate the N2O emission from this biological N 

and P removal plant. The model was developed on the basis of ASM2d and was named 

activated sludge model for GHG No. 2d (ASMG2d). This model was calibrated using the 

data collected during the one-month measurement campaign carried out at the Eindhoven 

WWTP. Model simulations allow for a better understanding of the complex interactions of 

processes contributing to N2O emissions compared to a pure measurement data analysis. 

Section 4.2 is based on the papers “Guo L., Lamaire-Chad C., Bellandi G., Daelman M., 

Amerlinck Y., Maere T., Nous J., Flameling T., Weijers S., van Loosdrecht M.C.M., Volcke 

E.I.P., Nopens I. and Vanrolleghem P.A. (2014) Full-scale field measurement of nitrous 

oxide (N2O) gas emissions and its relationship with other nitrogen species under dry and 

wet weather conditions. Submitted.” and “Guo L. and Vanrolleghem P.A. (2014) Interaction 
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of weather conditions and ammonia-based feedforward and feedback control strategies on 

N2O emissions at full-scale wastewater treatment plants. In preparation.”. Section 4.3 is 

redrafted from the paper “Guo L. and Vanrolleghem P.A. (2013) Full-scale simulation of 

N2O emissions with ASMG2d and elucidation of its different production and emission 

sources in nitrogen (N) and phosphorus (P) removal systems. Submitted.”  

 

4.2 Measuring N2O emissions from a real WWTP 

4.2.1 Materials and methods 

I. Plant operation and control strategy 

The 750,000 PE WWTP of Eindhoven (The Netherlands) receives wastewater from a 

catchment whose surface area is about 600 km2 and covers 10 municipalities. The data of 

rain gauges distributed over the catchment include the gauges installed by the Waterschap 

De Dommel (WDD rain gauges), the municipality of Eindhoven (NM rain gauges) and the 

Royal Netherlands Meteorological Institute (KNMI rain gauges).  

The Eindhoven WWTP has three parallel treatment lines. Each line has one primary 

settler, one bioreactor and four secondary settlers. Using the University Cape Town (UCT) 

process, each bioreactor consists of an inner ring serving as a plug flow anaerobic tank, a 

carousel type middle ring as anoxic tank and a carousel type outer ring as aerobic/anoxic 

tank (Figure 4.1). Aeration is provided by a main continuously active, but air flow rate 

controllable, “summer package”, and by a backup “winter package”. Both summer and 

winter packages are equipped with plate aerators to generate fine bubbles. The aeration 

intensity at the summer aeration package is controlled by proportional-integral-derivative 

(PID) controllers while the winter aeration package uses an on-off controller. 
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A NH4
+-DO cascade control system is applied to manipulate the aeration flow rate of the 

summer aeration package (Figure 4.1a). Both NH4
+ and DO sensors are installed near the 

outlet of the bioreactor. Once the NH4
+ sensor detects that the NH4

+ concentration is 

higher than the setpoint of 1 mg N/l, the DO setpoint is increased and the PID controller 

takes care of increasing the air flow rate of the summer aeration package in order to 

provide more DO for NH4
+ oxidation. The purpose of the NH4

+-DO cascade control is to 

maintain the effluent NH4
+ concentration below the limit at minimum consumption of 

aeration energy. In addition to this NH4
+-DO cascade feedback control, there is a 

feedforward control of the aeration based on the plant inflow rate. This controller is utilized 

to adjust the aeration flow rate under hydraulic shocks, i.e. wet weather conditions. When 

the plant inflow rate exceeds 26.4 × 104 m3/day for 10 minutes, the DO setpoint of the 

summer aeration package, instead of depending on the NH4
+ concentration, is adjusted to 

3.5 mg O2/l. When the plant inflow rate decreases to be below 20.4 × 104 m3/day for a 

certain period, the feedforward control stops acting and the NH4
+-DO cascade control 

again takes over the aeration. However, the maximum time of feedforward control is 4 

hours, i.e. after 4 hours the feedforward control is switched to the NH4
+-DO cascade 

control even if the inflow rate has not dropped below 20.4 × 104 m3/day. Note that (1) the 

duration of the high inflow rate (26.4 × 104 m3/day) required to switch on the feedforward 

control, (2) the DO setpoint under feedforward control and (3) the maximum time of the 

feedforward control, are all adjustable in the SCADA system. 

Next to overruling the summer package cascade controller, the inflow-based feedforward 

control also activates the winter aeration package. Note that the winter aeration package is 

also manipulated when a certain time of maximal aeration in the summer package is 

exceeded. During this particular measurement campaign, the winter package was 

activated to its maximum capacity which is about 10 × 104 Nm3/day when the summer 
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package was operated at its maximum capacity for 5 min. When the summer package is 

operated at a capacity lower than 60% for 2 min, the winter package will again be turned 

off.  

a.                                                                                 b.  

 

 

 

 

 

 

                                                                        c. 

 

 

 

 

Figure 4.1 Bird view of bioreactor (a), location of N2O sampling points (B: beginning, M: 
middle, E: end) (b) and scheme of UCT process (c). 
 

II. On-line measurements 

Three sampling points for N2O gaseous measurements were distributed longitudinally, 

respectively at the beginning, middle and end of the summer package aeration zone in the 

bioreactor of the second treatment line (Figure 4.1b). Each sampling point was monitored 

for about 1 week. Off-gas was collected by a floating hood and was conducted to the on-

line N2O measurement equipment (Emerson), which measured the volume percentage of 

N2O in the total emitted gas (ppm) at a measurement interval of 1 minute by a X-STREAM 

enhanced general purpose process gas analyzer (XEGP). 
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The air temperature was generally between 10-30 ºC during the measurement campaign 

except for the sampling week for the middle section when the daytime maximum air 

temperature was above 35 ºC. This elevated air temperature caused the on-line N2O 

measurement equipment (Emerson) to stop sampling and led to a gap in the results for the 

middle section. Therefore, before using the recorded data in the analysis, the log file of the 

equipment was rigorously checked to delete those data from the dataset.  

The water temperature was stable during dry weather days, around 20-21 ºC. According to 

the temperature dependency of the biomass growth rate equations (Ratkowsky et al., 

1983), the maximum specific growth rate is 6.25-6.56 d-1 for heterotrophs, 0.78-0.82 d-1 for 

AOB and 0.79-0.81 d-1 for NOB. Therefore, not too much influence of temperature on 

kinetic rates should be expected during the dry weather days. However, the water 

temperature dropped from 20.8 ºC to 18.7 ºC around 9:30 am on August 26th, which was a 

rainy day. Such a decrease of water temperature may have an effect on kinetic rates.  

The plant is equipped with several sensors for process monitoring and control. The influent 

concentration of total and soluble COD (CODt and CODs) was measured by a 

spectrophotometric sensor (S::CAN, Austria), and the influent NH4
+ concentration was 

monitored with an Anasense sensor (Hach Lange, Germany) (Cierkens et al., 2012). 

Sensors for DO, NH4
+, NO3

- and TSS were also installed at the outlet of the bioreactor, 

close to the N2O sampling point at the end of the summer package (Figure 4.1a). The 

aeration flow rate data were used to support the process calculations and discussions 

regarding the N2O emissions.  

The measured volume percentage of N2O emission (ppm) was converted to N2O emission 

rate (kg N2O-N/d) using the aeration flow rate. Figures 4.2-4.4 illustrate the N2O emission 

rate (kg N2O-N/d) and provide a comparison with different process variables. The N2O 

emission factor was calculated by expressing the N2O emission rate as a fraction of 
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influent TKN load with consideration of the delay time taken for the wastewater to flow 

from the plant inlet to the summer package. The detailed calculation of N2O emission rates 

and N2O emission factors are given in Appendix A. 

III. Off-line measurement 

In order to provide for a more comprehensive mapping of N components, the NO2
- 

concentration was measured off-line in the lab. Mixed liquor was sampled near the end of 

the summer package and under 3 dry-weather days and 2 rainy days during the whole 

measurement campaign. For each sampling day, the sampling lasted from the morning 

around 8:30 till the evening around 18:30 with a sampling interval of 1 hour. Analyses of 

NO2
- concentration were done by using Hack kits.  

IV. Rain events 

The whole measurement campaign included rain events at midnight of August 16th and on 

August 25th-26th. However, no N2O emission data can be used in the analysis of the rain 

event on August 16th due to an equipment failure that night. Fortunately, rain events on 

August 25th-26th provided information on N2O emissions under wet weather conditions.  

The rain gauges distributed over the catchment of the Eindhoven WWTP show that the 

precipitation on the 25th was around 2mm and was more than 10mm on the 26th. These 

precipitation values were not quite big, but had contributed a significant increase to the 

plant inflow rate, see Section 4.2.3. 
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Figure 4.3 Comparison of N2O emission rates at the end section of the summer package 
with influent flow rate and influent NH4

+ concentrations and loads (a), local aeration flow 
rate and DO concentration (b), and N component concentrations at the end of the summer 
package (c). 

a. 

b. 

c. 
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Figure 4.4 Comparison of N2O emission rates at the end section of the summer package 
with the local aeration flow rate and the DO concentration (a), and with N components 
concentrations at the end of the summer package and influent NH4

+ concentrations and 
loads (b) for one typical dry day (Note the delay time tDelay is denoted by line ─ ∙ ─ ). 
 

a. 

b. 
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Figure 4.5 Off-line measurement of NO2
- concentration under three dry-weather days (a-c) and two 

wet-weather days (d-e). 
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4.2.2 N2O emissions under dry weather conditions 

I. Overall assessment 

Under dry weather conditions, the end section of the summer package showed more 

repeatable dynamics of the variables than the other two sections of the summer package 

(Figure 4.2). It also showed a higher average N2O emission rate and a higher average 

emission factor compared to the beginning section and the middle section (Table 4.1). 

Table 4.1 Average N2O emission rates and emission factors 

 Beginning section Middle section End section 
N2O emission rate  
(kg N2O-N/d) 

10.7 (0.5-47.4) 7.7 (0.8-79.3) 20.3 (0.3-82.2) 

N2O emission factor  
(% of influent TKN load) 

0.20 (0.01-1.10) 0.11 (0.02-0.98) 0.28 (0.02-1.11) 

 

The N2O emissions show significant temporal variations (Figure 4.2). In general, the lowest 

emissions occur at night or early morning when the influent loads are small, whereas peak 

emissions begin from noon and continue till the evening after the peak load hits the plant 

(Figure 4.3.a). For each dry weather day, the influent flow rate exhibited similar dynamics, 

and the same pattern was observed in the influent NH4
+ load and the aeration flow rate. 

Moreover, the impacts of temperature on the kinetic rates can be neglected given the 

small variation of the water temperature, which was around 20-21 ºC, during the dry 

weather days of the measurement campaign. Therefore, although the N2O emission at the 

different sections of the summer package were not measured in the same week, it can be 

assumed that the N2O emission exhibits a similar longitudinal spatial distribution for every 

dry weather day, which means that the emissions at the beginning, middle and end section 

of the summer package followed the same pattern. Under these assumptions, the total 

emission factor of the summer package can be calculated to be 0.59% of the influent TKN 

load over the dry days during the measurement campaign in August 2012, following the 
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procedure of Appendix A. The emission factors obtained in this measurement campaign 

are comparable to the ones reported in other full-scale measurements (Ahn et al., 2010; 

Daelman et al., 2013a; Foley et al., 2010). However, the difference with those measured 

N2O emission factors are due to the different sampling strategies used (Daelman et al., 

2013a). 

II. N2O emission through the AOB pathway 

The measured emitted N2O could have been produced in the area of the summer package, 

i.e. an aerobic zone, where autotrophic activity and heterotrophic aerobic activity dominate. 

Alternatively, it could have been produced in the upstream anoxic zone where 

heterotrophic denitrification happens. Indeed, the N2O produced in the anoxic zone will 

also be stripped out at the beginning of the summer package. Appendix B calculates and 

discusses the contribution of the anoxically produced N2O to the stripped N2O gas and 

evaluates how much of the emitted N2O is coming from the bioreactions in the summer 

aeration package (AOB pathways). It was concluded that at least 12.9 kg N2O-N/d out of 

the 20.3 kg N2O-N/d N2O emissions at the end section of the summer package is 

produced by the AOB pathways, that is more than 33.3% of total N2O emissions, meaning 

that the contribution of AOB to the N2O emissions is significant.  

III. Four-phase dynamics of N2O emissions during dry weather 

The N2O measurements at the end of the summer package, August 20th-24th were done 

during a dry weather period. During this period, not only the N2O emissions showed a clear 

regular pattern (Figure 4.3a), the influent conditions and the local concentrations of NH4
+ 

and NO3
- near the outlet of the summer package also presented regular cycles (Figure 

4.3b and 4.3c). Therefore, given the observed dynamics it is proposed to divide each dry 
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day into 4 phases. Figure 4.4 shows the different variables considered for one typical dry 

day taken from Figure 4.3, starting at noon when the influent peak hits the plant.  

In Phase I, the NH4
+ peak arrives at the plant inlet around noon and the NH4

+ peak load 

hits the summer package about three hours later, as observed by the increase of the local 

NH4
+ concentration at the end of the summer package. This increase in local NH4

+ 

concentration leads to an increase of the aeration intensity through the NH4
+-DO cascade 

control. When aeration starts increasing, a concomitant rise in N2O emissions is observed. 

This increase of N2O emissions (kg N/d) is mainly due to a higher N2O production (kg N/d) 

by AOB biochemical activity (Appendix C). Other studies also observed that an increase of 

the NH4
+ concentration usually leads to an increase of the N2O production (Kampschreur 

et al., 2008; Wunderlin et al., 2012; Yu et al., 2010).  

In Phase II, as aeration keeps increasing due to the cascade controller, NH4
+ is 

increasingly removed by oxidation, resulting in a short-term decrease of the local NH4
+ 

concentration. However, the load dynamics is such that the NH4
+ concentration resumes 

its increasing trend. Nonetheless, during the period with decreasing NH4
+ concentration, 

the N2O emission is not decreasing. Instead, it keeps increasing, but for a short term, likely 

due to the dip in local NH4
+ concentration, the increasing rate of N2O emission is slowed 

down.  

At the beginning of Phase III, when the DO reaches even higher concentrations compared 

to those in Phase I and II (around 2.5 mg O2/l in Figure 4.4a), N2O emissions drop 

suddenly, coinciding with the drop in NH4
+ concentration, while the NO3

- concentration 

keeps increasing (Figure 4.4b). Note that although during this phase and Phase II the 

influent NH4
+ load decreases a little, it still remains high and such a decrease of influent 

NH4
+ load is quite small compared to the decrease of the local NH4

+ concentrations 

measured at the summer package (Figure 4.4b).  Therefore, it means that the decrease of 
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the NH4
+ concentration at the summer package is quite possibly due to the increased 

conversion resulting from the increased DO.  

Literature agrees that there are 2 major AOB bioreaction pathways to produce N2O 

(Wunderlin et al., 2012): one occurs during NH4
+ oxidation to NO2

- while the other occurs 

through reduction of NO2
- to N2O. For both pathways, NH4

+ is the N source of N2O. On the 

other hand, NO3
- also sources its N from NH4

+. If the fractions of NH4
+ converted to N2O 

and NO3
- keep increasing with increasing DO, the NO3

- concentration and the N2O 

emission rate will also increase. However, in Phase III, the local NH4
+ concentration and 

N2O emission rate decrease and only the NO3
- concentration increases. Therefore, it is 

deduced that a possible explanation for the turning point (around 2.5 mg O2/l) of N2O 

emission in this phase is that under high DO conditions the fraction of NH4
+ converted to 

N2O is reduced compared to that under lower DO conditions while the fraction converted to 

NO3
- is increased. This suggests that under these conditions the reaction rate of N2O 

production reduces compared to that of NO3
- production. The metabolic explanation of the 

phenomenon is not clear yet, since there are two AOB pathways producing N2O. However, 

it appears that the NH4
+ is increasingly converted to NO3

- rather than to N2O at the turning 

point.  

However, it must be noticed that according to the off-line NO2
- measurement data, the 

NO2
- concentration under dry-weather days was generally around 0.03 mgN/l (Figure 4.5a-

c) but it does not show an evident trend as other components. By sampling only every 

hour some variation details may be lost. Moreover, the off-line sampling finished around 

18:30 in the evening, while the turning point happened around 21:30 in the evening. 

Therefore, the off-line NO2
- measurement data cannot be used to further investigate the 

N2O emissions and its relationship with NO2
-. It is suggested to carry out on-line NO2

- 

measurement with high temporal-resolution similar to the other components.  
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In Phase IV, as the influent NH4
+ load peak reduces to very low levels, the NH4

+ 

concentration, the N2O emissions and the NO3
- concentration decrease. This behaviour 

coincides with the reduction of aeration and local DO concentrations governed by the 

cascade control strategy.    

Overall, the on-line measurement results at the end of the summer package suggest that 

AOB-produced N2O emission reaches its maximum in conjunction with both high NH4
+ 

concentrations and intermediate DO concentrations (2.5 mg O2/l in this case study). 

Compared to the N2O production, the NO3
- production is not inhibited by high DO levels 

and it is increased as DO increases. This finding is in agreement with other studies 

(Colliver and Stephenson, 2000; Zhu et al., 2013).  

4.2.3 N2O emissions under wet weather conditions 

The data collected on August 25th-26th can be used to better understand the impacts of wet 

weather conditions on N2O emissions. However, one must recognize that these parts of 

the N2O emission data were only collected at the end section of the summer package 

aeration zone. In fact, in order to obtain the total N2O emissions from the whole summer 

package under rain events, also the beginning and middle sections of the summer 

package aeration zone should be monitored. 

I. Influent loads 

Figure 4.3a indicates that hydraulic shocks hit the plant early in the morning of the 25th, in 

the mid-afternoon of the 25th and in the morning of the 26th. Compared to dry weather 

days, the influent flow rates were almost doubled on the 25th and were quintupled on the 

26th (Figure 4.3a). The higher influent flow rate results in a shorter hydraulic retention time 

(HRT). A zoom-in on Figure 4.3c shows that under storm conditions it took about one hour 
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for the influent NH4
+ peak to arrive at the location of the summer package, which was 

about two hours faster than under dry weather conditions.  

Such hydraulic shocks also cause dilution of the influent components. Figure 4.3a shows 

that the influent NH4
+ concentrations under wet weather days dropped compared to that of 

dry weather days. However, as expected, the daily averaged NH4
+ load was similar 

regardless of the weather conditions. The averaged NH4
+ load for dry days (August 20th-

24th) was 4385 kgN/d, and it was 5033 kgN/d on the 25th and 4059 kgN/d on the 26th.  

Conversely, the temporal variation of the NH4
+ loads was different for August 25th and 26th. 

On the 25th the NH4
+ peak load was similar to that of the dry days but on the 26th the NH4

+ 

peak load was much higher (Figure 4.3a). This difference in NH4
+ peak loads was related 

to the different influent flow peaks. Although the influent flow peaks on both the 25th and 

26th were increased compared to the dry weather days, the increase on the 26th was much 

more pronounced than that on the 25th, indicating that the rain event happening on the 26th 

was more intense (10mm versus 2mm). Wastewater that moves at such high-speed in the 

sewer system makes that the arrival of the sewage with dry weather concentrations 

present in the sewer was compressed in time, causing a sudden increase of the NH4
+ load 

(Krebs et al., 1999). Another explanation about this NH4
+ load peak is that during dry-

weather days the organic N that is contained in the settled sludge may be released at NH4
+ 

and then flows into the plant together with the first flash at the start of the rain event. After 

this transient peak, the NH4
+ load became quickly diluted, resulting in a similar daily 

averaged load compared to that of August 25th and dry weather days.  

II. Relationship between N2O emissions and other variables 

The temporal variation of N2O emissions during dry days showed that the N2O emission 

rates increased with the increasing local NH4
+ concentrations (Figure 4.4b). However, 
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Figure 4.3c showed that although during rainy days (August 25th-26th) the maximum NH4
+ 

concentration at the end of the summer package was significantly higher compared to the 

dry weather days, this increasing local NH4
+ concentration did not lead to a higher N2O 

emission. The NO2
- concentration measured off-line also showed an increase on August 

25th and 26th, around 0.6 mgN/l on average (Figure 4.5d-e). However, this increase of NO2
- 

did not cause an increase of N2O as observed by other research (Kampschreur et al., 

2008; Kim et al., 2010; Yu et al., 2010). Instead, both the average N2O emission rate and 

emission factor under rainy days were reduced by about half compared to the dry weather 

days. The average emission rate at the end of the summer aeration package was 11.9 kg 

N2O-N/d (ranging between 0.3-75.9 kg N2O-N/d) and its emission factor calculated on an 

hourly basis (see Appendix A) was 0.15% on average (ranging between 0.00-0.67%).  

This decrease of N2O emissions could be due to the lower biochemical NH4
+ oxidation rate 

(kg N/d) under wet weather conditions. The daily averaged NH4
+ effluent load of the 

bioreactor was about 102 kgN/d for dry days (August 20th-24th), while it was 254 kgN/d on 

the 25th and 541 kgN/d on the 26th. Assuming that the influent NH4
+ concentration of the 

bioreactor was the same as the plant influent NH4
+ concentration, therefore, on average, 

the NH4
+ removed in the bioreactor was 4283 kgN/d with a removal percentage of 98% 

during dry days. The value was 4779 kgN/d (95%) for the 25th and 3518 kgN/d (86.7%) for 

the 26th. It can thus be concluded that on the 26th, in which a considerable hydraulic shock 

loaded the plant, the NH4
+ removal decreased in terms of both amount and percentage. 

The smaller NH4
+ removal on August 26th could thus result in smaller N2O emissions.  

The water temperature dropped from 20.8 ºC to 18.7 ºC, contributing to the reduced NH4
+ 

oxidation rate. However, the reduced NH4
+ oxidation rate is also caused by other factors, 

such as the shorter HRT under rainy days. The shorter HRT reduces the reaction time to 

produce N2O. It also changes the flow regime and mixing conditions in the bioreactor, 
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which also affect the bioreactions. Moreover, the concentrations of the different 

components are lowered during rain events. Importantly, the measured TSS concentration 

at the summer package was generally around 3-3.5 g/l under dry weather conditions but it 

dropped to around 2-2.7g/l under wet weather conditions, indicating the AOB biomass 

concentration in the bioreactors was reduced and therefore the oxidation rate as well. The 

lower concentrations of components may also lower the bioreaction rates (Henze et al., 

2000), resulting in lower NH4
+ oxidation rate and N2O production rate. 

However, the lower NH4
+ removal rate cannot fully explain the low N2O emissions under 

wet weather conditions, especially for the one occurring during the mid-afternoon on the 

25th, since the NH4
+ removal rate on August 25th (4779 kgN/d) was not decreased 

compared to that during dry weather days (4283 kgN/d). To answer this question, the 

control strategy used by the Eindhoven WWTP has to be investigated. The plant adjusts 

its operation and control strategy corresponding to different weather conditions and 

therefore influences the concentrations of the components. On the other hand, the 

component concentration also influences the operation of the controllers, e.g. in the NH4
+-

DO cascade control the DO controller changing its setpoint with NH4
+ concentration. The 

control strategy that is activated under different weather conditions is shown to be an 

important reason for the low N2O emission under rain events, see Section 4.2.4 and 

Section 4.2.5. 

4.2.4 Relationship between N2O emissions and control strategies 

Generally speaking, the NH4
+-DO cascade control is in charge of the aeration control 

under dry weather days, but the inflow-based feedforward control is activated under wet 

weather conditions. Below, the functioning of these controllers is analyzed, their 

interactions clarified and improvements proposed. 
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I. NH4
+-DO cascade control 

For dry weather conditions, the influent flow rate remains below the switch-on value (26.4 

× 104 m3/day) for feedforward control (Figure 4.6). Therefore, the aeration air flow rate of 

the summer package is only manipulated by the NH4
+-DO cascade control. The on/off 

switch of the winter package depends on the operation time of the summer package under 

its maximum capacity or 60% capacity. 

August 25th was a wet weather day and received two peaks of inflow, in the morning and in 

the afternoon respectively. Figure 4.6 reveals how the control is performed and describes 

the relationship between the N2O emissions and the other component concentrations.  
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However, although both peak inflow rates on August 25th were larger than the flows on dry 

weather days, the maximum value of the first peak did not hit the switch-on value of the 

inflow-based feedforward control, meaning that the NH4
+-DO cascade control was still in 

charge of the aeration control during the first peak on August 25th, that is when the NH4
+ 

concentration was above 1 mg N/l, the aeration flow rate is increased to enhance NH4
+ 

oxidation. The operation of the winter package is decided by the operation of the summer 

package as under normal dry-weather days. 

Therefore, the dynamic profile during the first peak on August 25th had similar properties 

as dry weather profile. The N2O emissions first increased as the NH4
+ concentration 

increased which was brought about by the influent peak load and then they decreased as 

the DO at the summer package bioreactor section was increased above 2.5 mg O2/l 

(Figure 4.6b). In contrast, the NO3
- concentration always followed the DO concentration. 

When the DO exceeded 2.5 mg O2/l, the NH4
+ decreased but the NO3

- kept increasing. 

This finding was in agreement with the observations under dry weather conditions.  

The transient period with low DO and high NH4
+ concentrations which leads to N2O 

emission peaks is caused by the operational strategy of the NH4
+-DO cascade control. The 

NH4
+-DO cascade control is a feedback control, which makes that the system only takes 

action after it observes a deviation of the setpoint. Given that this is a low gain controller 

(Åmand et al., 2013), the increase in aeration is rather slow. The delay between increasing 

aeration and observing NH4
+ increase is shown in Figure 4.6b, i.e. the periods with 

increasing or peak values of DO, as well as NO3
- concentrations, occurred later than the 

periods with increasing or peak values of the NH4
+ concentration.  

During the second peak of August 25th, the inflow rate exceeded the switch-on boundary 

for a short while, about 40 minutes, at the end of this peak. This short period of high inflow 

rate was long enough (longer than 10 min) to trigger the inflow-based feedforward control 
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and thus both winter and summer aeration packages were operated at their maximum 

capacity. However, the inflow rate dropped quickly back 20.4 × 104 m3/day, so the NH4
+-

DO cascade control took back the charge of the aeration control. The combination of the 

two strategies leads to a mixed behavior during the second peak on August 25th, e.g. its 

N2O emission peak is lower than that during the first peak on August 25th but is higher than 

that on August 26th. Further information regarding the second peak on August 25th is given 

in Section 4.2.5-II “a. Feedforward control switched on after the peak arrived”. 

II. Inflow-based feedforward control 

The inflow-based feedforward control was activated shortly at the end of the peak load in 

the afternoon of August 25th and was active from the very beginning of the storm event on 

August 26th.  

a. Feedforward control switched on after the peak arrived 

The aeration flow rate was increased twice on August 25th, in the morning and the 

afternoon respectively. However, the increase of the aeration flow rate in the afternoon 

was steeper than that in the morning. This was because the inflow-based feedforward 

control directly adjusted the DO setpoint to 3.5 mg O2/l. The winter aeration package was 

also fully switched on twice to its full capacity, around 10 × 104 Nm3/day, because the 

summer package was operated at its maximum capacity longer than 5 min. 

The N2O emission peak which occurred in the afternoon of August 25th was much smaller 

than the one in the morning (Figure 4.6b). This was because, as mentioned before, the 

inflow-based feedforward control which was opened instantly in the afternoon caused a 

steeper increase of the aeration flow (Figure 4.6a), which resulted in a faster increase of 

the DO concentration than that in the morning (Figure 4.6b). In other words, the DO 

concentration in the afternoon reached 2.5 mg O2/l in a shorter time, meaning that the N2O 
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emissions started to decrease sooner, never leading the high levels observed in the 

morning.  

b. Feedforward control switched on when the peak arrived 

Figure 4.7 reveals how the control is performed and how the relationship is between the 

N2O emissions and the other component concentrations on August 26th when the plant 

experienced an even bigger storm event than on August 25th. The maximum flow rate 

increased up to 65 × 104 m3/day around 7:00 am. Soon, both summer and winter aeration 

packages were operated at their maximal capacities, although the NH4
+ concentration 

measured near the outlet of bioreactor was still below 1 mg N/l, i.e. the inflow-based 

feedforward control took over the aeration system from the NH4
+-DO cascade control. 

Thus, the aeration during the feedforward control is increased before the influent peak load 

strikes the bioreactor, while in the case the NH4
+-DO cascade controller, which is a 

feedback controller, was in charge the aeration is only increased after the influent peak 

load has upset the bioreactor. After 4 hours the inflow-based feedforward control gave 

back the charge to the NH4
+-DO cascade controller even though the inflow rate was still 

high. The winter package kept at its maximum capacity until the aeration of the summer 

package dropped below its 60% capacity, around 17 × 104 Nm3/day. 



             

  F
ig

u
re

 4
.7

 C
o
m

p
a
ri
s
o

n
 o

f 
a

e
ra

ti
o

n
 f

lo
w

 r
a

te
, 

N
H

4
+
 c

o
n
c
e

n
tr

a
ti
o

n
 a

n
d

 i
n
fl
u

e
n

t 
fl
o

w
 r

a
te

 f
o

r 
th

e
 w

e
t 

w
e

a
th

e
r 

d
a
y
 A

u
g

u
s
t 

2
6

th
 (

a
) 

a
n
d

 c
o
m

p
a
ri
s
o

n
 o

f 
N

2
O

 e
m

is
s
io

n
 r

a
te

, 
N

H
4
+
 c

o
n
c
e

n
tr

a
ti
o

n
, 
D

O
 c

o
n
c
e
n

tr
a
ti
o

n
 a

n
d

 N
O

3
-  c

o
n
c
e

n
tr

a
ti
o

n
 f

o
r 

th
e
 s

a
m

e
 w

e
t 
w

e
a
th

e
r 

d
a
y
 (

b
).

 

a.
 

b.
 

A
e

ra
ti
o

n
 f

lo
w

 r
a
te

 o
f 

s
u
m

m
e

r 
p

a
c
k
a
g

e
 

A
e

ra
ti
o

n
 f

lo
w

 r
a
te

 o
f 

w
in

te
r 

p
a
c
k
a
g

e
 

In
fl
u
e
n
t 
fl
o
w

 r
a
te

 

In
fl
o

w
 r

a
te

 s
w

it
c
h

-o
n
/o

ff
 v

a
lu

e
 f

o
r 

fe
e
d
fo

rw
a

rd
 c

o
n

tr
o

l 
 

L
o
c
a

l 
N

H
4
+
 c

o
n
c
e

n
tr

a
ti
o

n
 a

t 
s
u

m
m

e
r 

p
a
c
k
a
g

e
 

N
H

4
+
 s

e
tp

o
in

t 

L
eg

en
d

 o
f 

(a
):

 

N
2
O

 e
m

is
s
io

n
 r

a
te

 

S
u

m
m

e
r 

p
a
c
k
a
g

e
 D

O
 

W
in

te
r 

p
a
c
k
a
g

e
 D

O
 

L
eg

en
d

 o
f 

(b
):

 

N
H

4
+
 c

o
n
c
e

n
tr

a
ti
o

n
 

N
O

3
- 
c
o

n
c
e

n
tr

a
ti
o
n
 



 

105 
 

On August 26th the N2O emissions were very low compared to the other days (Figure 4.7b). 

Only a small increase was observed around 9:00 am when the NH4
+ concentration peak 

arrived. The low N2O emission was mainly due to the fact that on August 26th the inflow-

based feedforward control was active from the beginning of the storm event, which is a 

situation different from that in the afternoon of August 25th when the inflow-based 

feedforward control was only switched on for a short while after the inflow peak had 

already impacted the bioreactor.   

Therefore, on August 26th the DO concentration was proactively increased before the 

influent NH4
+ peak arrived at the summer aeration package. On the one hand, the high DO 

concentration at the summer package, which was increased above 2.5 mg O2/l in advance, 

was not beneficial for N2O production, similar to the conditions on dry days and the low 

intensity wet day (August 25th). On the other hand, independent of the weather conditions, 

the DO concentrations increased as the aeration flow rate increased, resulting in an 

increased NO3
- concentration (Figure 4.6b and Figure 4.7b). Therefore, this increase of the 

DO prior to the arrival of the NH4
+ peak under the storm event on August 26th directly 

caused the increase of the NO3
- concentration. As shown in Figure 4.7b, the increase or 

peak of NO3
- occurred almost at the same time as NH4

+. This means that before the NH4
+ 

peak load hits the summer package, most of the NH4
+ has been converted to NO3

- thanks 

to the high DO conditions in the summer package, above 2.5 mg O2/l near the outlet of the 

bioreactor.  

4.2.5 Control improvement 

To sum up, the high N2O emissions on dry weather days are a result of the way the NH4
+-

DO cascade control causes the DO concentration to increase after detecting the NH4
+ 

peak. Besides this delay which is one factor causing the transient high N2O emission, the 

NH4
+-DO cascade control is disadvantageous in view of N2O mitigation, because its 
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energy saving objective causes low DO concentrations which stimulate the N2O production 

by both AOB and denitrifiers as stated in Chapter 3 and by Flores-Alsina et al. (2011). 

Interestingly, the low N2O emissions on wet weather days could be attributed to the inflow-

based feedforward control which increased the DO concentration before the arrival of the 

NH4
+ peak which allowed the NH4

+ to be converted into NO3
- rather than to N2O. Therefore, 

the comparison between N2O emissions under different control strategies showed that in 

order to avoid high N2O emissions, the DO at the entering part of the aerobic zones should 

not be too low when NH4
+ concentrations increase. This is exactly what a NH4

+-DO 

cascade controller should be doing too, but its feedback nature and low gain prevent it 

from reaching that timely. 

Although the NH4
+-DO cascade control can cause high N2O emissions, it retains its 

advantage of aeration energy saving. Therefore, there is an appeal to find strategies which 

can reduce the N2O emissions and at the same time maintain the energy saving 

advantage. In the framework of BSM2, the traditional NH4
+-DO control strategy has been 

improved by adding an independent DO controller to the first aerobic tank (Chapter 3). 

However, those approaches did not consider the temporal variation of N2O emissions. In 

this case study, during dry weather days the high N2O emissions occurred only during 

NH4
+ peaks, while during the rest of the day they were low. Therefore, it is necessary to 

take into account the temporal variation when designing the control strategy.  



 

 

 
 

107 

                F
ig

u
re

 4
.8

 S
c
h

e
m

e
 o

f 
c
o
n

tr
o

l 
s
tr

a
te

g
ie

s
. 

H
y
d

ra
u

lic
 r

e
c
y
c
le

 

N
H

4
+
 s

e
n
s
o

r 

W
in

te
r 

p
a
c
k
a
g

e
 

A
n
o
x
ic

 

z
o

n
e

 

O
u

te
r 

ri
n

g
  

S
u
m

m
e
r 

p
a
c
k
a
g

e
 

D
O

 s
e
tp

o
in

t 

E
ff

lu
e
n
t 

W
a
s
te

 s
lu

d
g

e
 

In
fl
u
e
n
t 

M
id

d
le

 r
in

g
 

 (
A

n
o
x
ic

 t
a

n
k
) 

A
n
o
x
ic

 

z
o

n
e

 

Q
B
 

S
lu

d
g

e
 r

e
c
y
c
le

 

S
e
tt

le
r 

In
n
e
r 

ri
n
g

 

 (
A

n
a

e
ro

b
ic

 t
a

n
k
) Q

A
 

F
e
e

d
fo

rw
a

rd
 c

o
n
tr

o
l 

a
. 

N
H

4
+
 s

e
n
s
o
r 

W
in

te
r 

p
a
c
k
a
g

e
 

A
n

o
x
ic

 

z
o

n
e

 

O
u

te
r 

ri
n

g
  

S
u

m
m

e
r 

p
a
c
k
a
g

e
 

D
O

 
s
e

tp
o

in
t 

E
ff

lu
e
n

t 

W
a
s
te

 s
lu

d
g

e
 

In
fl
u

e
n

t 
M

id
d
le

 r
in

g
 

 (
A

n
o
x
ic

 t
a

n
k
) 

A
n

o
x
ic

 

z
o

n
e

 

Q
B
 

S
lu

d
g

e
 r

e
c
y
c
le

 

S
e

tt
le

r 
In

n
e

r 
ri
n
g

 

 (
A

n
a
e

ro
b

ic
 t

a
n
k
) Q

A
 

N
H

4
+
 s

e
n
s
o
r 

F
e
e

d
fo

rw
a

rd
 c

o
n
tr

o
l 

C
a
s
c
a
d
e
 c

o
n
tr

o
l 

b
. 

H
y
d
ra

u
lic

 r
e
c
y
c
le

 



 

108 
 

One proposed solution is to install a NH4
+ sensor upstream the aeration zone, i.e. in the 

anoxic tank. This NH4
+ sensor can work with the DO sensor as a NH4

+-DO feedforward 

control system, Figure 4.8a. When the NH4
+ sensor detects the NH4

+ peak, the aeration can 

be increased to reach 2.5 mg O2/l as above. In another strategy which is a bit more complex, 

Figure 4.8b, two NH4
+ sensors are applied, one at the anoxic tank (upstream) to measure the 

NH4
+ peak and the other remaining near the outlet of the bioreactor (downstream) for the 

effluent quality control. When there is no peak, the system uses the NH4
+-DO cascade 

control, i.e. it manipulates the DO setpoint according to the downstream NH4
+ sensor. When 

the upstream NH4
+ sensor detects a peak, the control system will switch to the NH4

+-DO 

feedforward control, i.e. the DO setpoint will be increased before the summer aeration 

package receives the NH4
+ peak.  

One simple method can be used as an alternative for these control strategies that use an 

upstream NH4
+ sensor. The strategies in Figure 4.8 were proposed to deal with the huge N2O 

emission peaks under dry-weather days, since under wet-weather conditions the N2O 

emission is comparatively low. Note that under dry-weather days the operation and 

performance of the plant show a regular daily pattern. The NH4
+ peaks arrive at the plant 

around noon (12:00 pm.) every dry-weather day (Figure 4.4b). Therefore, the DO setpoint of 

the summer package can be increased to 2.5 mg O2/l around 2:30 pm., taking into account 

the 3 hours necessary for the wastewater to flow from the plant inlet to the summer package. 

These ideas for new control strategies for wet weather days have not been tried out on the 

Eindhoven WWTP in this thesis, but will be the subject of future research. 
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4.3 Modelling N2O emissions from a real WWTP  

4.3.1 ASMG2d model and implementation of a real WWTP 

I. General model structure 

ASM2d is a published and well-known model that describes the removal of organics and 

nutrients, i.e. N and P (Henze et al., 1999). Gernaey and Jϕrgensen (2004a) modified the 

biomass lysis processes proposed by Henze et al. (1999) to take into account the difference 

in rates under anaerobic, anoxic and aerobic conditions. ASMG2d is basically developed 

from the modified ASM2d of Gernaey and Jϕrgensen (2004a). The extension of ASMG2d 

compared to ASM2d is that, in the same way as for ASMG1 (Chapter 3), the N-related 

processes are described in more detail. New components, i.e. NO3
-, NO2

-, NO, N2O and N2, 

were used in ASMG2d to replace the single N component of ASM2d. All PAO mediated 

denitrification processes were modelled in four steps instead of one, in the same way as the 

heterotrophic denitrification i.e. NO3
-
NO2

-, NO2
-
NO, NON2O, and N2ON2 (Hiatt and 

Grady, 2008). N2O production through the AOB pathway was also included in ASMG2d and 

was modelled in the same way as in ASMG1. The AOB denitrification model proposed by 

Mampaey et al. (2013) was chosen as the basic model for the AOB pathway to produce N2O 

but a Haldane term was used to modify the DO effect. This model agreed with the general 

ideas that the NH4
+ is used as electron donor and it describes the high DO inhibiting the AOB 

mediated NO2
- denitrification to N2O without adding more components (see Chapter 3). 

Details about the model are given in Appendix G-I.  
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II. PAO denitrification 

In ASM2d (Henze et al., 1999), the storage of poly-phosphate particulate material (XPP) and 

the growth of PAO biomass (XPAO) are separated as two processes and the denitrification 

happens during both anoxic storage of XPP and anoxic growth of XPAO. In ASMG2d, the two 

denitrification processes were extended into four steps respectively, which means that both 

XPP storage and XPAO growth can produce N2O under anoxic conditions (Oehmen et al., 

2010).  

III. Temperature dependence of bacterial growth rate 

The Arrhenius equation is a common method of describing the temperature dependency of 

the maximum growth rates, Eq. (4.1). 

A,Ref20

A,T,bacteria A,TRef20,bacteria A,bacteria

T T
  


 

    Eq. (4.1) 

where the subscript “bacteria” stands for the bacteria species, i.e. heterotrophs (H), AOB, 

NOB and PAO, TA,Ref20 represents the reference temperature of 20 ºC used in the Arrhenius 

equation, T is the actual temperature, μA,T,bacteria is the growth rate of bacteria at temperature 

T, μA,TRef20,bacteria is the growth rate at the reference temperature 20 ºC and θA,bacteria is a 

coefficient. According to ASM2d (Henze et al., 1999), for heterotrophs μA,TRef20,H=6d-1 and for 

PAO μA,TRef20,PAO=1d-1. ASM2d also provides the growth rate at 10 ºC, i.e. for heterotrophs 

μA,10,H=3d-1 and for PAO μA,10,PAO=0.67d-1. Therefore, θA,bacteria can be calculated for 

heterotrophs and PAO: θA,H=1.072 and θA,PAO=1.041. However, the Arrhenius equation is not 

suitable for the growth rate at high temperature (above 35 ºC). It is always good to provide a 

model for a wider application range. Therefore, the Ratkowsky equation, Eq. (4.2), can be 
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used to describe the biomass growth rates with temperature dependency (Hiatt and Grady, 

2008). 

  bacteria Max,bacteria

2
( )

R,bacteria bacteria Min,bacteria 1
c T T

b T T e 


      

                               Eq. (4.2) 

In this equation, the growth rates, μR,bacteria, are first increasing and then decreasing with 

temperature. In ASMG1 (Chapter 3), all growth rates were calculated by the Ratkowsky 

equation, Eq. (4.2). Therefore, in ASMG2d the calculations of the maximum growth rates of 

heterotrophs, AOB and NOB, use the same equations as those of ASMG1, i.e. μR,H , μR,AOB 

and μR,NOB. However, so far the Ratkowsky equation has not been used for PAO, i.e. no 

suggested parameter values are available for μR,PAO. Therefore, parameters of μR,PAO had to 

be estimated. There are four parameters in the Ratkowsky equation, i.e. bμbacteria, cμbacteria, 

TMax,bacteria and TMin,bacteria. It is assumed that TMax,PAO and TMin,PAO, which are the maximum and 

minimum tolerant temperatures, of PAO are the same as those of the other heterotrophs, 

considering that PAO are just a special group of ordinary heterotrophs. 

The next step was to estimate bμPAO and cμPAO values. Further assuming that μR,PAO should be 

similar to μA,T,PAO for the temperature range 0-35 ºC, the best bμPAO value was pursued in the 

range of 0.05-0.5 and the best cμPAO in the range of 0.05-0.5. The best bμPAO and cμPAO values 

were obtained at the smallest mean squared error between μR,PAO and μA,PAO for the 

temperature range 0-35 ºC. In Figure 4.9, the μR,PAO, which was calculated from the 

Ratkowsky equation with the estimated parameters, is compared with the original μA,T,PAO of 

ASM2d. It shows that μR,PAO inherits the trend of μA,PAO for the temperature range 0-35 ºC.  

Note that the water temperature of the plant was stable around 20-21 ºC under dry weather 

conditions but under wet weather conditions it dropped from 20.8 ºC to 18.7 ºC which 

contributed to the reduction of the NH4
+ conversion rate, see Section 4.2.3.    
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Figure 4.9 Comparison of different μPAO values in ASM2d based on the Arrhenius 
temperature dependency (μA,T,PAO) and in ASMG2d based on the Ratkowsky temperature 
dependency (μR,PAO). 
 

IV. Implementation in Eindhoven WWTP 

An ASM2d-based dynamic model was already applied to the Eindhoven WWTP (Amerlinck 

et al., 2013). Compared to the ASM2d of Gernaey and Jϕrgensen (2004), it has added two 

new components, i.e. the soluble aluminium (SAl) and inert inorganic particulate material (XIi), 

because the Eindhoven WWTP also doses Al, besides iron, to remove phosphorus. These 

two components were also added to the ASMG2d model that was implemented to the same 

configuration as that of Amerlinck et al. (2013). 

After steady-state simulation for 100 days, the dynamic simulation was carried out from mid-

night of August 1st till mid-night August 27th, the same period for which the intensive N2O 

measurement campaign was done. The whole period included two important rain events, one 

around mid-night on August 16th and one on August 25th-27th.  

The plant has spectrophotometric sensors (S::CAN, Austria) to measure influent 

concentrations of CODt, CODs and TSS and flow sensors to measure inflow rate. There is 
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no sensor at the plant inlet to measure influent phosphate (PO4
-). Therefore, the PO4

- 

concentration measured by the on-line sensor installed at the outlet of the primary clarifier 

was used as the influent PO4
- concentration, assuming that the P removal in the primary 

clarifier is negligible. The operation files, e.g. the chemical dosing rate, the recycling flow rate, 

the air flow rate and the sludge flow rate, during this period were also obtained from the 

plant’s on-line sensors. The original sensor data had a lot of noise, so a Savitzky-Golay filter 

(Press et al., 2007) was used to smooth the original signals before applying them to the 

model.  

Although the plant sensor data provide information about influent flow rate and 

concentrations of CODt, CODs, TSS, NH4
+ and phosphate (PO4

-), these influent data are not 

suitable for ASMG2d. Therefore, a fractionation model was used, Figure 4.10. The fraction 

parameters and certain assumed values of influent component concentrations were the 

same as in the original Eindhoven plant model (Amerlinck et al., 2013). The concentration of 

SN2 is assumed to be saturated, i.e. 13.32 mg/l.  
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Figure 4.10 ASMG2d influent fractionation model. 
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The Eindhoven WWTP has three parallel bioreactor lines and each bioreactor uses a UCT 

process which consists of three rings, i.e. an anaerobic tank of 11,196 m3, an anoxic tank of 

28,750 m3 and a partially aerated tank of 50,310 m3. In the outer ring, two aeration packages 

are installed, a so-called summer package with a volume of 16,099 m3, a winter package of 

5,950 m3 and non-aerated zones of 28,261 m3. In the model, each ring of the bioreactor was 

divided into several CSTRs. Considering the ring shape of the bioreactor, the circumfluence 

of the outer ring was simulated by using a recycling flow from the last CSTR to the first CSTR 

of the outer ring. The same concept was applied for the middle ring. However, the inner ring 

is divided directly into four CSTRs without circumfluence (Figure 4.1a). The outlet of the 

bioreactor is a weir, so the flow at the outlet is a waterfall with considerable oxygen transfer 

and it is modelled as a 100 m3 aerobic tank. The plant utilizes control strategies to 

manipulate its chemical dosage for P-removal, recycling, aeration and sludge disposal. 

However, in this section, instead of implementing these control strategies, the actuator 

settings recorded by the plant, i.e. the chemical dosing rate, the recycling flow rate, the air 

flow rate and the sludge flow rate, were directly used as inputs to the model. The calibration 

with implemented control strategies requires more time and efforts, because it is quite 

difficult to extract the details of the control algorithms from the supervisory control and data 

acquisition (SCADA) system. Also, imperfect sensor signals make that deviations will occur 

between the modelled and real system, leading to problems to correctly simulate the 

observed behaviour with control loops active. 

The oxygen transfer coefficient (kLa) was calculated by an aeration model which took into 

account the air flow rate (Qair), the sludge age (θSludge) and the temperature (T). The original 

aeration model used by (Amerlinck et al., 2013) was modified as Eq. (4.3). 

   L , , 1 airQ

air Sludgek a f Q T e


     
                                Eq. (4.3) 



 

116 
 

where f(Qair, θSludge, T) is the function of the original aeration model and β and α are 

coefficients. This empirical modification was aimed at achieving smaller kLa values and 

therefore better description of the DO and N2O data under low air flow rate (Qair) conditions 

compared to the original aeration model (see Section 4.3.1 “V. Calibration”). Figure 4.11 

compares the kLa calculated by the modified model with the original model when θSludge is 

5.74 d and T is 20.26 ºC. The plant operational range of aeration flow rate was 150,000-

700,000 m3/d. 

 

Figure 4.11 Comparison of kLa calculated by original aeration model and the modified model 
at 20.26 ºC with sludge age of 5.74 d. 
 
 
 
V. Calibration 

The model calibration followed the same procedure as proposed for ASMG1 calibration in 

Chapter 3. First, the calibration was done under steady state and then the model was further 

tuned under dynamic conditions. During steady state calibration, first TSS in the reactors was 

calibrated to be around 3500mg/l which was the normal value according to the plant on-line 

data. Second, the calibration focused on the hydrolysis and fermentation process, because 

these two processes provide the substrates for the heterotrophs and the PAO. If the 
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simulated substrate concentrations are wrong, the heterotrophs and the PAO will not grow 

properly. Then, the nitrification by autotrophs, the denitrification and the aerobic degradation 

by heterotrophs, and the PAO-related processes were calibrated. This step also included the 

calibration of the N2O production during denitrification. Finally, the parameters of N2O 

production by the AOB were adjusted. It must be noticed that the procedure introduced 

above just provides the general idea about how to start and carry on calibration. In practice 

the calibration is often not a one-way procedure. There is interaction among the calibration 

steps and iteration is necessary: the calibration steps in later stages affect the results 

obtained in former steps of the calibration. For example, N2O is produced by both 

heterotrophs and AOB and it is affected by the NO2
- concentration. When the N2O emissions 

are made to meet the calibration data, the NO2
- concentration may have turned to be wrong 

and under this situation, the nitrification and the heterotrophic denitrification must be re-

calibrated. Therefore, it is often required to repeat the calibration several times.  

The model calibrated under steady state was subsequently subjected to dynamic tests. The 

field measurement campaign and the measurement results were previously described in 

details in Section 4.2. It was found to be difficult to satisfy all available sensor data. Only the 

N-related components, i.e. the concentrations of NH4
+, NO3

- and NO2
- near the outlet of the 

bioreactor and the N2O emissions at the beginning, middle and end of the summer aeration 

package, and the DO concentrations near the outlet of the bioreactor were selected as 

calibration targets. The NH4
+, NO3

- and DO concentrations were recorded by plant on-line 

sensors and the N2O emissions were measured by an on-line analyser, but the NO2
- 

concentration was measured by an off-line method at an interval of 1 hour during day time for 

3 dry weather days and 2 wet weather days. The plant sensor data, i.e. NH4
+, NO3

- and DO 

were also filtered by the Savitzky-Golay algorithm. The parameter values obtained after 

calibration are given in Table 4.2.  
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Table 4.2 Parameters of ASMG2da 

Parameter Description Unit 
Value in 
ASMG1

b
 

Value in 
ASMG2d 

Conversion factors     

fSI Production of SI in hydrolysis - - 0 

fXI Fraction of XI generated in biomass lysis - - 0.1 

iN,BM N content of biomass mg N/mg COD 0.086 0.07 

iN,SF N content of SF mg N/mg COD - 0.03 

iN,SI N content of SI mg N/mg COD - 0.033
c
 

iN,XI N content of XI mg N/mg COD - 0.02 

iN,XS N content of XS mg N/mg COD - 0.04 

iP,BM P content of biomass mg P/mg COD - 0.02 

iP,SF P content of SF mg P/mg COD - 0.01 

iP,SI P content of SI mg P/mg COD - 0 

iP,XI P content of XI mg P/mg COD - 0.01 

iP,XS P content of XS mg P/mg COD - 0.01 

iTSS,BM TSS to COD ratio for biomass mg TSS/mg COD - 0.9 

iTSS,XI TSS to COD ratio for XI mg TSS/mg COD - 0.75 

iTSS,XS TSS to COD ratio for XS mg TSS/mg COD - 0.75 

Precipitation and Redissolution     

kPRE P precipitation rate l/[mg Fe(OH)3 ×d] - 1 

kRED P redissolution rate d
-1

 - 0.6 

KAlk,RED Saturation coefficient for alkalinity mmol HCO3
-
/l - 0.1

d
 

Heterotrophic 
processes 

 
   

KAlk,H 
Saturation coefficient for alkalinity  
(HCO3

-
) 

mmol HCO3
-
/l - 0.1 

KNH4,H Saturation coefficient for ammonia (nutrient) mg N/l - 0.05 

KP,H Saturation coefficient for phosphorus (nutrient) mg P/l - 0.01 

bμH Coefficient b for Ratkowsky equation - 0.0625 0.031
e
 

cμH Coefficient c for Ratkowsky equation - 0.3 0.3
e
 

TMax,H Maximum temperature for Ratkowsky equation ºC 50 50
e
 

TMin,H Minimum temperature for Ratkowsky equation ºC -20 -20
e
 

YH Yield coefficient mg COD/mg COD 0.67 0.625 

ηYH Anoxic reduction factor for yield - 0.9 0.5
e
 

bH Maximum lysis rate d
-1

 0.3 0.3
d
 

θbH Coefficient θ for lysis rate equation - 1.072 1.072 

KNOx,H,b Saturation coefficient for nitrate in lysis mg N/l - 0.5
 

KO,H,b 
Saturation/Inhibition coefficient for oxygen in 
lysis 

mg O2/l - 0.2 

ηH,b Anoxic reduction factor for lysis - - 0.33 

Note: a. Reference temperature is 15 ºC; b. the parameter values are from Chapter 3; c. these 
ASM2d (Gernaey and Jϕrgensen, 2004a) parameters were calibrated by Amerlinck et al. (2013); d. 
these ASM2d (Gernaey and Jϕrgensen, 2004a) parameters are calibrated in this section; e. these 
are new ASMG2d parameters that are calibrated in this section.  



 

119 
 

Table 4.2 Parameters of ASMG2da (continued) 

Parameter Description Unit 
Value in 
ASMG1

b
 

Value in 
ASMG2d 

Heterotrophic 
processes 

    

kh Maximum hydrolysis rate d
-1

 2.89 5
d
 

θkh Coefficient θ for hydrolysis rate equation - 1.041 1.041 

KX Maximum saturation coefficient for XS mg COD/mg COD 0.1 10
d
 

θKX 
Coefficient θ for KX temperature-dependency 
equation 

- 0.896 0.896
c
 

KNOx,Hyd 
Saturation/Inhibition coefficient for nitrate in 
hydrolysis 

mg N/l - 2
d
 

KO,Hyd 
Saturation/Inhibition coefficient for oxygen in 
hydrolysis 

mg O2/l - 0.2 

ηHyd Anoxic reduction factor for hydrolysis - 0.4 0.8
d
 

ηfe Anaerobic reduction factor for hydrolysis - - 0.2
d
 

qfe Maximum fermentation rate d
-1

 - 2.12 

θqfe Coefficient θ for fermentation rate equation - - 1.072 

Kfe Saturation coefficient for fermentation of SF mg COD/l - 20
d
 

KNOx,Ferm Inhibition coefficient for nitrate in fermentation mg N/l - 0.1
d
 

KO,Ferm Inhibition coefficient for oxygen in fermentation mg O2/l - 0.2 

KA1 Saturation coefficient for SA in aerobic growth mg COD/l 15
f
 20

d
 

KF1 Saturation coefficient for SF in aerobic growth mg COD/l 15
f
 20

d
 

KOH1 
Saturation coefficient for oxygen in aerobic 
growth 

mg O2/l 0.2 1
d
 

KA2 
Saturation coefficient for SA in denitrification of 
NO3

-
  NO2

-
 

mg COD/l 20
f
 10

e
 

KA3 
Saturation coefficient for SA in denitrification of 
NO2

-
  NO 

mg COD/l 20
f
 10

e
 

KA4 
Saturation coefficient for SA in denitrification of 
NO  N2O 

mg COD/l 20
f
 10

e
 

KA5 
Saturation coefficient for SA in denitrification of 
N2O  N2 

mg COD/l 30
f
 10

e
 

KF2 
Saturation coefficient for SF in denitrification of 
NO3

-
  NO2

-
 

mg COD/l 20
e
 10

e
 

KF3 
Saturation coefficient for SF in denitrification of 
NO2

-
  NO 

mg COD/l 20
e
 10

e
 

KF4 
Saturation coefficient for SF in denitrification of 
NO  N2O 

mg COD/l 20
e
 10

e
 

KF5 
Saturation coefficient for SF in denitrification of 
N2O  N2 

mg COD/l 30
e
 10

e
 

Note: a. Reference temperature is 15 ºC; b. the parameter values are from Chapter 3; c. these 
ASM2d (Gernaey and Jϕrgensen, 2004a) parameters were calibrated by Amerlinck et al. (2013); d. 
these ASM2d (Gernaey and Jϕrgensen, 2004a) parameters are calibrated in this section; e. these 
are new ASMG2d parameters that are calibrated in this section; f. these values are for KS in 
ASMG1.  
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Table 4.2 Parameters of ASMG2da (continued) 

Parameter Description Unit 
Value in 
ASMG1

b
 

Value in 
ASMG2d 

Heterotrophic 
processes 

    

KI3NO,H 
Inhibition coefficient for NO in denitrification  
of NO2

-
  NO 

mg N/l 0.5 0.5
e
 

KI4NO,H 
Inhibition coefficient for NO in denitrification  
of NO  N2O 

mg N/l 0.3 0.3
e
 

KI5NO,H 
Inhibition coefficient for NO in denitrification  
of N2O  N2 

mg N/l 0.075 0.2
e
 

KN2O,H 
Saturation coefficient for N2O in denitrification 
of N2O  N2 

mg N/l 0.05 0.3
e
 

KNO,H 
Saturation coefficient for NO in denitrification 
of NO  N2O 

mg N/l 0.05 0.1
e
 

KNO2,H 
Saturation coefficient for nitrite in denitrification 
of NO2

-
  NO 

mg N/l 0.2 1
e
 

KNO3,H 
Saturation coefficient for nitrate in 
denitrification of NO3

-
  NO2

-
 

mg N/l 0.2 3
e
 

KOH2 
Inhibition coefficient for oxygen in 
denitrification of NO3

-
  NO2

-
 

mg O2/l 0.2 1
e
 

KOH3 
Inhibition coefficient for oxygen in 
denitrification of NO2

-
  NO 

mg O2/l 0.2 1
e
 

KOH4 
Inhibition coefficient for oxygen in 
denitrification of NO  N2O 

mg O2/l 0.2 1
e
 

KOH5 
Inhibition coefficient for oxygen in 
denitrification of N2O  N2 

mg O2/l 0.2 1
e
 

ηH2 
Anoxic reduction factor for denitrification  
of NO3

-
  NO2

-
 

- 0.3 0.3
e
 

ηH3 
Anoxic reduction factor for denitrification of 
NO2

-
  NO 

- 0.6 0.3
e
 

ηH4 
Anoxic reduction factor for denitrification  
of NO  N2O 

- 0.8 0.5
e
 

ηH5 
Anoxic reduction factor for denitrification of 
N2O  N2 

- 0.8 0.7
e
 

Autotrophic processes     

KAlk,Aut 
Saturation coefficient for alkalinity  
(HCO3

-
) 

mmol HCO3
-
/l - 0.1

d
 

KP,Aut Saturation coefficient for phosphorus (nutrient) mg P/l - 0.01 

bμAOB 
Coefficient b for Ratkowsky equation  
of AOB growth 

- 0.0255 0.0255
e
 

bμNOB 
Coefficient b for Ratkowsky equation  
of NOB growth 

- 0.0235 0.0235
e
 

cμAOB 
Coefficient c for Ratkowsky equation  
of AOB growth 

- 0.15 0.15
e
 

cμNOB 
Coefficient c for Ratkowsky equation  
of NOB growth 

- 0.05 0.05
e
 

Note: a. Reference temperature is 15 ºC; b. the parameter values are from Chapter 3; c. these 
ASM2d (Gernaey and Jϕrgensen, 2004a) parameters were calibrated by Amerlinck et al. (2013); d. 
these ASM2d (Gernaey and Jϕrgensen, 2004a) parameters are calibrated in this section; e. these 
are new ASMG2d parameters that are calibrated in this section.  
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Table 4.2 Parameters of ASMG2da (continued) 

Parameter Description Unit 
Value in 
ASMG1

b
 

Value in 
ASMG2d 

Autotrophic processes     

TMax,AOB 
Maximum temperature for Ratkowsky equation 
of AOB growth 

ºC 50 50
e
 

TMax,NOB 
Maximum temperature for Ratkowsky equation 
of NOB growth 

ºC 57 57
e
 

TMain,AOB 
Minimum temperature for Ratkowsky equation 
of AOB growth 

ºC -15 -15
e
 

TMain,NOB 
Minimum temperature for Ratkowsky equation 
of NOB growth 

ºC -25 -25
e
 

YAOB Yield coefficient for AOB mg COD/mg N 0.18 0.18
e
 

YNOB Yield coefficient for NOB mg COD/mg N 0.06 0.1
e
 

ηYAOB Anoxic yield factor for AOB - 0.83 0.83
e
 

bAOB Maximum AOB lysis rate d
-1

 0.028 0.028
e
 

bNOB Maximum NOB lysis rate d
-1

 0.028 0.028
e
 

θbAOB Coefficient θ for AOB lysis rate equation - 1.116 1.116 

θbNOB Coefficient θ for NOB lysis rate equation - 1.116 1.116 

ηAOB,b Anoxic reduction factor for AOB lysis - - 0.33 

ηNOB,b Anoxic reduction factor for NOB lysis - - 0.33 

KNOx,AOB,b Saturation coefficient for nitrate in AOB lysis mg N/l - 0.5 

KNOx,NOB,b Saturation coefficient for nitrate in NOB lysis mg N/l - 0.5 

KO,AOB,b 
Saturation/Inhibition coefficient for oxygen in 
AOB lysis 

mg O2/l - 0.2 

KO,NOB,b 
Saturation/Inhibition coefficient for oxygen in 
NOB lysis 

mg O2/l - 0.2 

KFA 
Saturation coefficient for free ammonia (FA) in 
nitrification of NH4

+
  NO2

-
 

mg N/l 0.004 0.005
e
 

KIFA,1 
Inhibition coefficient for FA in nitrification of 
NH4

+
  NO2

-
 

mg N/l 1 0.1
e
 

KIFNA,1 
Inhibition coefficient for FNA in nitrification of 
NH4

+
  NO2

-
 

mg N/l 0.1 0.001
e
 

KFNA 
Saturation coefficient for free nitrous acid 
(FNA) in nitrification of NO2

-
  NO3

-
 

mg N/l 10
-6

 1×10
-6 (e 

 

KIFA,2 
Inhibition coefficient for FA in nitrification of 
NO2

-
  NO3

-
 

mg N/l 0.5 1
e
 

KIFNA,2 
Inhibition coefficient for FNA in nitrification of 
NO2

-
  NO3

-
 

mg N/l 0.1 0.1
e
 

KOA1 
Saturation coefficient for oxygen in nitrification 
of NH4

+
  NO2

-
 

mg O2/l 0.6 0.4
e
 

KOA2 
Saturation coefficient for oxygen in nitrification 
of NO2

-
  NO3

-
 

mg O2/l 1.2 1
e
 

Note: a. Reference temperature is 15 ºC; b. the parameter values are from Chapter 3; c. these 
ASM2d (Gernaey and Jϕrgensen, 2004a) parameters were calibrated by Amerlinck et al. (2013); d. 
these ASM2d (Gernaey and Jϕrgensen, 2004a) parameters are calibrated in this section; e. these 
are new ASMG2d parameters that are calibrated in this section. 
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Table 4.2 Parameters of ASMG2da (continued) 

Parameter Description Unit 
Value in 
ASMG1

b
 

Value in 
ASMG2
d 

Autotrophic processes     

KFNA,AOBden 
Saturation coefficient for FNA in AOB 
denitrification 

mg N/l 0.0006 1×10
-6 e

 

KFA,AOBden 
Saturation coefficient for FA in AOB 
denitrification 

mg N/l 0.0027 0.0021
e
 

KNO,AOBden 
Saturation coefficient for NO in AOB 
denitrification 

mg N/l 1 0.1
e
 

KO,AOBden 
Saturation coefficient for oxygen in AOB 
denitrification 

mg O2/l 11.40 3.59
e
 

KIO,AOBden 
Inhibition coefficient for oxygen in AOB 
denitrification 

mg O2/l 0.035 5.01
e
 

ηAOBden1 
Reduction factor for AOB denitrification of NO2

-
 

 NO 
- 0.5 0.3

e
 

ηAOBden2 
Reduction factor for AOB denitrification of NO 
 N2O 

- 0.5 0.3
e
 

PAO processes     

KAlk,PAO Saturation coefficient for alkalinity (HCO3
-
) mmol HCO3

-
/l - 0.1 

KNH4,PAO Saturation coefficient for ammonia (nutrient) mg N/l - 0.05 

KP,PAO Saturation coefficient for phosphorus (nutrient) mg P/l - 0.01 

bμPAO Coefficient b for Ratkowsky equation - - 0.0256
e
 

cμPAO Coefficient c for Ratkowsky equation - - 0.17
e
 

TMax,PAO Maximum temperature for Ratkowsky equation ºC - 50
e
 

TMin,PAO Minimum temperature for Ratkowsky equation ºC - -20
e
 

YPAO Yield coefficient mg COD/mg COD - 0.625 

YPHA PHA requirement for XPP storage mg COD/mg P - 0.2 

ηYPAO Anoxic reduction factor for yield - - 0.5
e
 

ηYPHA Anoxic reduction factor for XPP storage - - 0.5
e
 

bPAO Maximum XPAO lysis rate d
-1

 - 0.14 

bPHA Maximum XPHA lysis rate d
-1

 - 0.14 

bPP Maximum XPP lysis rate d
-1

 - 0.14 

θbPAO Coefficient θ for XPAO lysis rate equation - - 1.072 

θbPHA Coefficient θ for XPHA lysis rate equation - - 1.072 

θbPP Coefficient θ for XPP lysis rate equation - - 1.072 

KNOx,PAO,b Saturation coefficient for nitrate in lysis mg N/l - 0.5 

KO,PAO,b 
Saturation/Inhibition coefficient for oxygen in 
lysis 

mg O2/l - 0.2 

ηPAO,b Anoxic reduction factor for lysis - - 0.33 

Note: a. Reference temperature is 15 ºC; b. the parameter values are from Chapter 3; c. these 
ASM2d (Gernaey and Jϕrgensen, 2004a) parameters were calibrated by Amerlinck et al. (2013); d. 
these ASM2d (Gernaey and Jϕrgensen, 2004a) parameters are calibrated in this section; e. these 
are new ASMG2d parameters that are calibrated in this section. 
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Table 4.2 Parameters of ASMG2da (continued) 

Parameter Description Unit 
Value in 
ASMG1

b
 

Value in 
ASMG2d 

PAO processes     

qPHA Maximum XPHA storage rate d
-1

 - 2.45 

θqPHA Coefficient θ for XPHA storage rate equation - - 1.041 

KA,PHAstor Saturation coefficient for SA in XPHA storage mg COD/l - 5
d
 

KPP 
Saturation coefficient for XPP/XPAO ratio in XPHA 
storage 

mg P/mg COD - 0.01 

YPO SPO4 released per XPHA stored  mg P/mg COD  - 0.4 

qPP Maximum XPP storage rate d
-1

 - 1.23 

θqPP Coefficient θ for XPP storage rate equation - - 1.041 

KP,PPstor Saturation coefficient for SPO4 in XPP storage mg P/l - 0.2 

KIPP 
Inhibition coefficient for XPP/XPAO ratio in XPP 
storage 

mg P/mg COD - 0.02 

KMAX Maximum limit for XPP/XPAO ratio in XPP storage mg P/mg COD - 0.34 

KO,PAO Saturation coefficient for oxygen mg O2/l - 0.2 

KPHA Saturation coefficient for XPHA mg COD/l - 2
d
 

KI3NO,PAO 
Inhibition coefficient for NO in denitrification of 
NO2

-
  NO 

mg N/l - 0.5
e
 

KI4NO,PAO 
Inhibition coefficient for NO in denitrification of 
NO  N2O 

mg N/l - 0.3
e
 

KI5NO,PAO 
Inhibition coefficient for NO in denitrification of 
N2O  N2 

mg N/l - 0.2
e
 

KN2O,PAO 
Saturation coefficient for N2O in denitrification 
of N2O  N2 

mg N/l - 0.3
e
 

KNO,PAO 
Saturation coefficient for NO in denitrification 
of NO  N2O 

mg N/l - 0.1
e
 

KNO2,PAO 
Saturation coefficient for nitrite in denitrification 
of NO2

-
  NO 

mg N/l - 1
e
 

KNO3,PAO 
Saturation coefficient for nitrate in 
denitrification of NO3

-
  NO2

-
 

mg N/l - 3
e
 

ηPAO2 
Anoxic reduction factor for denitrification of 
NO3

-
  NO2

-
 

- - 0.1
e
 

ηPAO3 
Anoxic reduction factor for denitrification of 
NO2

-
  NO 

- - 0.1
e
 

ηPAO4 
Anoxic reduction factor for denitrification of NO 
 N2O 

- - 0.2
e
 

ηPAO5 
Anoxic reduction factor for denitrification of 
N2O  N2 

- - 0.2
e
 

Note: a. Reference temperature is 15 ºC; b. the parameter values are from Chapter 3; c. these 
ASM2d (Gernaey and Jϕrgensen, 2004a) parameters were calibrated by Amerlinck et al. (2013); 
d. these ASM2d (Gernaey and Jϕrgensen, 2004a) parameters are calibrated in this section; e. 
these are new ASMG2d parameters that are calibrated in this section. 
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The empirical modification of the aeration model allowed a significantly better fit of the DO 

and N2O data, as shown in Figure 4.12.  

 

Figure 4.12 Comparison in terms of DO and N2O simulation results between using original 
aeration model (a and c) and modified aeration model (b and d) (MM: the middle section of 
the summer aeration package). 
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4.3.2 Simulation results of a real WWTP  

The simulated DO concentration near the outlet of the bioreactor is compared with the 

measurement data in Figure 4.13, showing good agreement. It is noteworthy that the 

aeration intensity used in these simulations is given by the air flow data of the plant. Figure 

4.14 compares the dynamic simulation results of the NH4
+, NO3

- and NO2
- concentrations 

with their on-line measurements. Figure 4.15 compares the simulated and measured total 

N2O emissions from different sections of the summer aeration package. In each section 

the off-gas N2O measurement hood was installed for about one week (Section 4.2).  

 

Figure 4.13 Comparison of the measured DO concentrations near the outlet of the 
bioreactor with the simulation results. 
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Figure 4.14 Comparison of the measurement results with the simulation results of NH4
+ (a), 

NO3
- (b) and NO2

- (c). 
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Figure 4.15 Comparison of simulated and measured N2O emissions at the beginning (BM) 
(a), the middle (MM) (b) and the end section (EM) (c) of the summer aeration package. 
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I. Dry weather days 

a. DO and liquid N-component concentrations 

Under dry weather conditions, generally, the simulation of the DO, NH4
+ and NO3

- 

concentrations follows the dynamic trends of the measurement data really well.  

Occasionally, the simulation values showed large differences with the measurements. 

Regarding the NO2
- simulation, August 14th shows good agreement with the measurement. 

However, the simulation results of August 9th differ a lot from the measurements.  

b. N2O emissions 

The general dynamic profiles for N2O emissions were captured by the model. By 

comparing the three graphs in Figure 4.15, the N2O emissions from the end section of the 

summer aeration package are always higher than those from the middle and beginning 

sections of the summer package. Taking the same evaluation period of dry days as in 

Section 4.2, the simulated average N2O emission rate is 12.4 kg N2O-N/d at the beginning 

section, 17.9 kg N2O-N/d at the middle section and 22.8 kg N2O-N/d at the end section, 

while the corresponding measurement data are 10.7, 7.7 and 20.3 kg N2O-N/d (Section 

4.2). The main differences are found for the middle section due to the obviously higher 

simulation value on August 13th-14th. However, it is unclear whether this is due to 

modelling or measurement errors. The modelling error may come from the bioreaction 

model or the mixing model. One should note, however, that the simulation results on DO, 

NH4
+ and NO3

- agree well with the measurement data on August 13th-14th, indicating that 

the difference for the N2O emission data is possibly caused by measurement errors. 

Indeed, during that measurement week the air temperature was considerably higher than 

during the other periods. The high air temperature caused the N2O measurement 
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equipment to fail occasionally, e.g. on 12th August (Figure 4.15b). Therefore, such high air 

temperature may have introduced measurement errors also on August 13th-14th.  

c. Errors 

The errors could be due to either measurement or simulation errors. The model errors may 

originate from the fractionation model, the bioreaction kinetic model or the hydraulic mixing 

model (i.e. CSTRs). Measurement errors on N2O emissions may be due to the high 

temperature, which affected the N2O measurement equipment. Also, the measurement 

values of the plant on-line sensors and the off-line sampling may not reflect the real 

concentration in the bioreactor, because the flow in the ditch-type reactor is not completely 

mixed. For example, the locations where the sensors are placed or the wastewater was 

sampled may be dead zones resulting in different concentrations compared to the entire 

section (Rehman et al., 2013).   

On August 5th and 6th, the simulated DO and NO3
- concentrations are lower than the 

sensor data, although the NH4
+ concentrations are similar between the simulation and the 

measurement. This difference may be due to model deficiencies because among the three 

variables (DO, NO3
- and NH4

+) there are two simulated variables (DO and NO3
-) that 

diverge from the measurements. As mentioned before, the reason could be related to the 

fractionation model, the bioreaction kinetic model or the hydraulic mixing model. 

Compared to the other dry days, the influent may contain less SS for these two days, which 

results in less DO consumption by aerobic substrate degradation and less NO3
- reduction 

by heterotrophic denitrification. Another reason could be that the hydrolysis rate is 

decreased and aeration is possibly increased for these two days compared to other days.  

However, for August 2nd, 16th and 17th, the DO and NO3
- simulation concentrations are 

similar to the sensor data, while the simulated NH4
+ concentration fails. The differences 
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could again come from the simulation in terms of hydrolysis and aeration, but 

measurement errors could also be considered because among the three variables (DO, 

NO3
- and NH4

+) only one simulated variable (NH4
+) diverges from the measurements. 

Moreover, the plant suffered from abnormal operational conditions on August 16th - 17th, 

causing difficulties to fit the measurements. Figure 8 compares the bioreactor internal 

recycling flows on August 16th-17th with the values of two normal dry days. The internal 

recycling from the middle ring to the inner ring (QA) was kept at its maximum value 60,000 

m3/d for the entire day of August 16th, while the internal recycling from the outer ring to the 

middle ring (QB) jumped to its lowest value 26,000 m3/d for the entire day of August 17th. 

Such extreme operational conditions probably are outside the operational range of the 

model. Also, the flow regime may be changed under such conditions, so the mixing model, 

including the number and the size of the CSTRs, may have to be reconsidered for these 

days. 

The NO2
- simulation shows more peaks, compared to the off-line measurements. Actually, 

it is quite doubtable for the NO2
- measurement to exhibit so little dynamics compared to the 

measurements of NH4
+ and NO3

- (Figure 5). The sampling interval may have missed the 

peaks or the sampling location may not reflect the concentration of the entire section due 

to the mixing problems (Rehman et al., 2013). Therefore, it is highly recommended to carry 

out on-line NO2
- monitoring in future studies in order to better capture the temporal 

variation. 
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Figure 4.16 Comparison of the internal recycle flow rate from the middle ring to the inner 
ring (QA) and the internal recycling flow rate from the outer ring to the middle ring (QB) on 
August 16th-17th (b) with the values under two normal dry days (a). 

 

II. Wet weather days 

Two big rain events occurred during the measurement period. Unfortunately no N2O 

measurement data could be collected for the first rain event happening on August 16th due 

to an equipment failure that night. However, the simulated DO, NH4
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concentrations agree well with the measurement data, which increases the credibility of 

the simulated N2O emissions for the first rain event.  

However, the N2O emission during the second rain event was successfully recorded. The 

simulated N2O emission rates show a decrease on August 26th, in agreement with the 

measurement which showed that the N2O emission rate was lower under wet weather 

conditions than under dry weather conditions. However, generally speaking, compared to 

the simulation performance under dry weather conditions, the model does not demonstrate 

as good a simulation performance under wet weather conditions. The simulated N2O 

emission rates are not as low as the measured values, while the simulated NO3
- and DO 

concentrations are lower than the measured ones (Figure 4.13-4.15). The NO2
- simulation 

was also not satisfying. With a higher DO level, more NO3
- would be produced, with a 

concomitant reduction in the N2O emission rate. Therefore, a larger kLa value was tried for 

the aeration packages under wet weather conditions. However, no improvement could be 

achieved. The reasons underlying the difference between the simulation and 

measurement data under rain events was further discussed in Section 4.3.3 “IV. Modelling 

under wet weather conditions”. 

4.3.3 Discussion 

I. Simulation of P removal 

P removal is done in two ways at the plant: through both the biological and chemical 

pathways. The biological removal is further split into accumulation by PAO, which plays 

the dominant role in biological P removal, and assimilation as nutrient by the different 

bacterial species. By the chemical pathway P precipitates by additions of aluminium or iron. 

During the simulation of the Eindhoven WWTP, in order to make the simulated plant 

effluent PO4
- concentration to resemble the plant on-line measurement data which was 
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around 0.5 mg/l, chemical dosage was used as the major approach to remove P, following 

Amerlinck et al. (2013).  

It was found difficult to remove P biologically in the model (Amerlinck et al., 2014). There is 

competition for organics between heterotrophs and PAO. In ASM2d as modified by 

Gernaey and Jϕrgensen (2004), PAO store Polyhydroxyalkanoates (PHA) by assimilating 

SA and there is no inhibition kinetic term of DO or NO3
-, indicating that in the model the 

storage of PHA is feasible under aerobic, anoxic and anaerobic conditions. However, SA is 

produced only from the fermentation of SF under anaerobic conditions. Therefore, in order 

to guarantee that sufficient PHA is available for P accumulation, the fermentation of SF and 

the hydrolysis of XS have to be intensive under anaerobic conditions. However, 

heterotrophs can easily utilize SF under aerobic and anoxic conditions, leading to a 

shortage of SF and XS to be transformed to SA under anaerobic conditions. One possible 

solution is to measure the influent volatile fatty acids (VFA) in order to check whether SA is 

correctly predicted by the influent fractionation model. Moreover, the initial concentration of 

XPAO was also found to have influence on biological P removal (Zhang et al, 2010). 

Therefore, it is also necessary to analyze the bacterial composition in the bioreactor to 

better simulate the P removal. However, in this chapter the focus is on N2O production, 

instead of P removal. The P-removal part is still kept as it was modelled by Amerlinck et al. 

(2013). This is aimed to provide a fundament for future studies and other applications. 

Regarding the N-removal part, the model also showed a negligible contribution by PAO to 

N2O production (< 0.01%). Although the models, i.e. ASM2d or ASMG2d, show difficulties 

to simulate of biological P removal, a sensitivity analysis on ASM2d showed that the P-

related parameters had only a weak influence on the COD and N removal processes 

(Cosenza et al., 2014). On the other hand, research also found that the major contribution 

to denitrification is from heterotrophs instead of DPAO (Lemaire et al., 2006; Zeng et al., 
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2003a; Zeng et al., 2003b). Therefore, little N2O production should be expected from 

DPAO pathways. 

II. N2O sources 

Table 4.3 compares the average contributions (%) of heterotrophs and AOB to the overall 

N2O production in the different sections of the bioreactor. Positive values mean that N2O 

has been produced while negative values represent consumption. Among the different 

N2O production pathways, it is important to realize that the AOB can produce N2O by NO2
- 

reduction but they cannot remove N2O by reduction to N2, which means they always 

contribute to production, i.e. a positive value, of N2O. Conversely, the heterotrophs can 

both reduce NO to N2O and reduce N2O to N2. When the N2O reduction rate is higher than 

the NO reduction, N2O will be consumed, resulting in a negative value. 

Table 4.3 Average contribution to N2O production (%) 

Location Heterotrophs AOB Net production 

Inner ring (Anaerobic tank) -0.17 0.14 0.31 

Middle ring (Anoxic tank) -9.80 2.16 -7.64 

Outer ring (Partial aeration tank) -189.23 291.80 102.57 

Summer package 50.74 173.25 223.98 

Winter package -25.45 12.35 -13.10 

Non-aerated zones -214.52 106.20 -108.32 

Waterfall 1.75 3.01 4.76 

Total -197.11 297.11 100.00 

 

The total N2O production by AOB is 297.11% of the net production while the heterotrophs 

contribute by -197.11% which is two thirds of the N2O production by AOB. These large 

values indicate that both AOB and heterotrophs are quite active in N2O production or 

consumption. Generally, N2O is produced through the AOB pathway but is consumed by 

heterotrophic denitrification. This finding is applicable to each section of the bioreactor 

except for the summer package aeration zone, the waterfall and the inner ring where the 
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heterotrophs’ N2O contribution exhibits near-zero or positive values, meaning that N2O is 

produced or is little affected by heterotrophs here. 

Among the different sections of the bioreactor, almost all N2O is produced in the outer ring, 

102.57%, while the waterfall and the inner ring make a very small contribution, 4.76% and 

0.31% respectively. The middle ring shows a negative value which means that in this 

section more N2O is consumed than produced. In the outer ring, the summer package is 

the only section with N2O accumulation (223.98%), while the winter package, which is not 

aerated most of time, and the non-aerated zones show negative N2O contributions. The 

large production of N2O in the summer aeration package is mainly because of the AOB 

pathway that is contributing with 173.25%. This is the largest N2O source among all 

sections and all bacteria species. The heterotrophs in the summer package also produce 

50.74% of N2O by denitrification. While this is small compared to the AOB pathway, it is 

the largest heterotrophic source for N2O among all sections. According to the simulations 

the DO concentration in the summer package drops to around 1mg/l at night which may 

stimulate the heterotrophic production of N2O. The N2O produced by heterotrophs is 

almost all produced in the beginning section of the summer package, because here the 

DO drops to its lowest values, around 0.5 mg O2/l at night compared to the middle and end 

sections. The non-aerated zone shows the second largest contribution to N2O production, 

also by AOB, but the N2O consumption by heterotrophs is much bigger, resulting in a 

negative percentage. 

III. N2O emissions 

In this part of the discussion the focus is no longer on the production or consumption but 

on the transfer into the gas phase, i.e. the N2O emission. About 93.29% of the total N2O 

emissions happen in the outer ring. Based on the modelling results, the total on-site N2O 

emission is 58.8 kgN/d on average, that in equivalent of CO2 is 28 ton CO2,e/d, 
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corresponding to an emission factor of 0.88% of the influent TKN load. IPCC (2013) 

assumes that the on-site N2O emission is 3.2 g N2O/person/year. The capacity of the 

Eindhoven WWTP is 750,000 PE. Therefore, using the same unit as IPCC (2013), the on-

site N2O emission is 45 g N2O/person/year, indicating that the IPCC (2013) guideline may 

underestimate the N2O emissions. 

The summer package produces 90.70% of the total emissions while the winter package 

zone emits only 0.57%. The N2O emitted due to the waterfall at the weir of the bioreactor is 

5.94%. Figure 4.15 shows that the end section of the summer aeration package exhibits a 

higher emission rate than the beginning and middle sections, which could be related to the 

spatial distribution of the DO concentration. The average DO concentration of the three 

sections is below 2.5 mgO2/l, but the end section has a higher average DO concentration 

(1.87 mgO2/l) than the beginning and middle parts (0.93 mgO2/l and 1.44 mgO2/l), leading 

to higher N2O production in the end part. 

According to Table 4.3, the majority of N2O is produced in the summer package by the 

AOB pathway, so most of the N2O emissions are expected to come from this source. This 

finding agrees with the observation in Section 4.2 where, from a pure data analysis, it was 

proposed that the N2O emissions measured at the summer package were mostly produced 

by AOB in the zone of the summer package. The difference with Section 4.2.2 is that the 

percentage of the AOB contribution is now calculated by a modelling exercise and it is 

much larger than the value calculated from the data analysis only. This is not unexpected, 

because the data analysis in Section 4.2.2 can only provide the minimal contribution of 

AOB to N2O emissions. This finding suggests that a model-based analysis allows for better 

elucidation of the process than an analysis of measurement data alone.  

Of course, it must be kept in mind that the values given by the model should also be 

interpreted carefully since no model is without errors. The real on-site N2O emissions 
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should be lower than the simulated results, because the simulated N2O emission is higher 

than the measurement under wet-weather days (Figure 4.15c). However, no big difference 

should be expected, because the rain events were only observed on August 15th, 25th and 

26th, which are very short periods compared to the entire measurement campaign. 

Besides the on-site N2O emissions, there are also off-site N2O emissions coming with the 

plant effluent and the waste sludge disposal. The plant effluent and the waste sludge 

contain residual N2O, even after stripping in the bioreactor and the waterfall at the 

bioreactor outlet. However, compared to the N2O emitted at the plant (58.8 kgN/d), this 

amount of off-site N2O emission is very small, i.e. 3.0 kgN/d for the plant effluent and 0.1 

kgN/d for the waste sludge.  

There may also be indirect N2O emissions due to off-site N conversion. The average TN 

load is 950 kg/d for the plant effluent and 2146 kg/d for the waste sludge. Using the 

estimation method and the default parameters of IPCC (2006), the indirect N2O emission 

due to N conversion may be about 4.8 kgN/d for the plant effluent and about 9.1 kgN/d for 

the waste sludge disposal.  Therefore, the sum of the direct and the indirect off-site N2O 

emissions is 17.0 kg N2O-N/d, which is lower than the on-site N2O emissions (58.8 kgN/d) 

but is also non-negligible. The simulation results suggest that in order to mitigate the N2O 

emissions, the emphasis should be given to the aeration control of the summer aeration 

package. 

Summing up the on-site N2O emission and the off-site N2O emission, the final total N2O 

emission is 75.8 kgN/d which is 35 ton CO2,e/d.  

IV. Nitrite effect 

It is reported that NO2
- affects N2O production by AOB. Higher NO2

- leads to higher N2O 

production by AOB (Kampschreur et al., 2008; Pocquet et al., 2012). However, in this case, 
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the NO2
- concentration increased under wet-weather days but the simulated N2O 

emissions were still higher compared to the measurements (Figure 4.5d-e). A possible 

explanation is that it is the NH2OH pathway, instead of the NO2
- pathway, that is 

dominating the AOB N2O production under wet-weather days. However, ongoing 

simulation work using the NH2OH pathway still presents high N2O emissions, similar to the 

NO2
- pathway (Spérandio et al., 2014). Therefore, a possible solution is to combine the two 

pathways and make them have different N2O productions under different weather 

conditions. 

V. Modelling under wet weather conditions 

A big difference was observed between the simulation and the measurements on August 

25th and 26th, as mentioned before, which could be attributed to the fact that perhaps 

different pathways, i.e. the NH2OH pathway and NO2
- pathway, dominate AOB N2O 

production under different weather conditions. The other reason could be related to the 

different influent compositions under wet weather conditions. When a storm starts, the 

sewer emits a first flush flow carrying a lot of suspended solids which is settled during dry 

days. Then, as the storm continues, the influent wastewater becomes more diluted 

compared to the wastewater under dry days, as it contains more rain water and fewer 

pollutants. Therefore, the wastewater composition under rain events is different compared 

to the dry weather conditions. The lower simulated DO concentration under rain events 

may possibly be due to a different wastewater fractionation, for example, higher fXI, should 

be used (Choubert et al., 2013). The flow regime will be changed under wet weather 

conditions which will affect the mixing and the aeration in the plant (Vanrolleghem et al., 

2014). Therefore, it is suggested to use a different mixing model, e.g. re-designing the 

number and the size of CSTRs, under wet weather conditions. All this requires however 

additional experiments to further analyze the composition of organic substrate and extra 
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tracer tests or computational fluid dynamics (CFD) studies to elucidate the flow regime 

under rain events. Given the limited data available for wet weather conditions, this should 

be subject of further research.   

 

4.4 Conclusion 

 The intensive dynamic full-scale measurement campaign helps to improve the 

understanding of N2O emissions. A one-month measurement campaign carried out at the 

Eindhoven WWTP (The Netherlands) showed that N2O emission is high in high NH4
+
 and 

intermediate DO (2.5 mg O2/l in this thesis) conditions, while the NO3
-
 production is 

increased with an increase in DO concentration. 

 Different control strategies applied under different weather conditions have impacts on 

N2O emissions. The NH4
+
-DO cascade control strategy, which is the dominant strategy 

under dry weather days, leads to high N2O emissions, because its feedback and low-gain 

properties cause a delay between increasing the aeration and detecting the increase of 

the NH4
+
 concentration. The inflow-based feedforward control, which is switched on during 

wet weather conditions, leads to lower N2O emissions, because it increases the aeration 

before the bioreactor receives the NH4
+
 peak. 

 An ASMG2d model was built to include N and P removal and also N2O productions from 

the heterotrophic denitrification, the PAO denitrification and the AOB pathway. The 

simulation results in dry weather conditions agree well with the measurement data, while 

the simulation results during high-flow conditions are not as satisfactory as those during 

dry weather days (i.e. normal-flow conditions), indicating that the two pathways of AOB 

N2O production, i.e. the NH2OH oxidation pathway and the NO2
-
 reduction pathway, 

should be integrated in one model, dynamically modelling the contribution of the different 

AOB pathways to the N2O production in changing conditions. It also indicates that the flow 
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regime, i.e. the mixing, during wet weather conditions, may be different from that in dry 

weather conditions, indicating that a different mixing model may have to be used for wet 

weather flow situations. 

 The process is better elucidated by using a model than by using an analysis purely based 

on measurements. The model can calculate the N2O emissions or productions from 

different groups of bacteria and calculates contributions at all locations of the WWTP. This 

would be much more difficult for a field measurement. 

 Both the analysis based on measurement data and modelling revealed that N2O is 

significantly produced by AOB in the aerated zone. The results suggest that the focus 

should be given to the aeration in the outer ring when aiming at mitigating N2O emissions.  

The role of heterotrophs in the net production of N2O has been highlighted, including that 

up to two thirds of the produced N2O is denitrified heterotrophically. This significantly 

reduces N2O emissions. 

 It is suggested to add the current NH4
+
-DO cascade control strategy with an extra NH4

+
 

sensor at the upstream of the bioreactor to detect NH4
+
 peaks and increase the aeration in 

advance. This idea will be tried out in future work. 
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5 Conclusions and perspectives 

The major focus of this thesis was to investigate N2O emissions from WWTPs, both within 

the context of the whole plant Benchmark Simulation Model No.2 (BSM2) and a real large-

scale plant i.e. the Eindhoven WWTP in the Netherlands. The thesis also studied the 

performance of WWTPs, including effluent quality, operational cost and GHG emissions, 

under different weather conditions.  

Both field measurements and mathematical model simulations were used in order to 

analyze the spatio-temporal variations of N2O emissions and develop new ASM models to 

allow modelling N2O production by both heterotrophs and ammonia oxidizing bacteria 

(AOB). Based on this experimental and modelling work, control strategies were proposed 

to better deal with the trade-off among effluent quality, operational cost and GHG 

emissions. 

This thesis was conducted within the framework of the Flanders-Québec TECC project 

funded by the Québec Ministry of Economic Development, Innovation and Exports 

(MDEIE) on wastewater treatment and climate change and has also been contributing to 

the research carried out by the IWA Task group on modelling of GHG emissions. 

 

5.1 Conclusions 

5.1.1 Full-scale measurement experience 

An on-line one-month intensive measurement campaign regarding N2O emissions from the 

aeration zone of bioreactors was carried out at the Eindhoven WWTP, the Netherlands. 

The whole experimental campaign included dry and wet weather days and under changing 
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weather conditions the plant adjusted its control strategies to manipulate aeration. Such a 

variety in plant operation provides an opportunity to perform a delicate analysis of the 

intensive data set of N2O emissions and other variables, allowing improving the 

understanding of N2O emissions, next to providing data for model calibration. 

Usually field measurements carried out at a real plant will suffer from emergent and 

unexpected situations which may cause measurement failures or untrustable data. 

Therefore, besides recording the measured data of the studied components, it was found 

very useful to also record the operation status of the measurement equipment. In this 

thesis this operation status of the equipment (Emerson) was stored as log files. With the 

help of these log files, the periods of abnormal operation of the equipment (due to 

excessive temperatures in summer 2012) could be identified and the untrustable data 

recorded under those abnormal operations could be deleted.  

5.1.2 DO effect on AOB denitrification 

Experimental data showed that the N2O production by AOB is stimulated by high NH4
+ 

concentrations and intermediate DO concentrations (2.5 mg O2/l in this study), while the 

NO3
- production keeps increasing as DO is increased. These findings supported the 

proposal that a modified Haldane term should be used to describe the DO effect in an 

AOB denitrification model whose original kinetic equation of DO effect was a simple 

Monod term (Mampaey et al., 2013). The DO effect on NO3
- production can remain to be 

expressed as a Monod term. Compared to the original Haldane kinetics the way the 

modified Haldane term has been written mathematically in this thesis has the advantages 

that its parameters can be expressed by DO “half-saturation concentrations”, while at the 

same time getting μmax as its maximum value.  
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5.1.3 Model calibration and validation 

Two types of ASMs were studied in this thesis to describe the N2O production and 

emission during the bioreaction. One is the ASMG1 model, including the original 

extension, called ASMG1, and the subsequently modified ASMG1. These models are 

mainly based on ASM1 and describe the N and C removal with a special focus on N2O 

production by heterotrophs and AOB. The other type of ASM model is the ASMG2d model 

which is mainly based on the ASM2d model and describes the N, P and C removal with a 

special consideration of N2O production by heterotrophs, PAO and AOB. In both ASMG1 

and ASMG2d, the N2O production by AOB follows the NO2
- reduction pathway, i.e. the 

AOB denitrification model (Mampaey et al., 2013). Both ASMG2d and the modified 

ASMG1 use the aforementioned modified Haldane term to describe the DO effect in the 

AOB denitrification model while the original ASMG1 uses the original Monod term of 

Mampaey et al. (2013). 

Both ASMG1 models were calibrated and validated by using the BSM2 whole plant model 

that is considered to represent realistic plant behavior (so-called ASMG1-BSM2). Both the 

original and modified ASMG1-BSM2 models were successfully calibrated to meet the 

fitting requirements of predicting a 0.5% N2O emission factor. At the same time the 

calibrated model predicts the effluent quality and operating costs of the original BSM2 

whole plant benchmark model, thus allowing to conclude that ASMG1-BSM2 provides 

realistic simulation of a nitrogen removal plant. The validation of the model run under three 

control strategies was also successful according to the results of effluent quality and 

operational cost as published for the finalized ASM1-BSM2 conditions (Nopens et al., 

2010). Further evaluation of the two calibrated ASMG1-BSM2 models under dynamic 

conditions showed that they both can follow well the ASM1-BSM2 dynamics.  

Following a calibration procedure similar to the one followed for ASMG1-BSM2, the 
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ASMG2d model was calibrated based on a 1-month measurement campaign at a full scale 

WWTP, i.e. the Eindhoven WWTP in the Netherlands. The original aeration model of the 

ASM2d-based Eindhoven model by Amerlinck et al. (2013) was modified to improve the 

simulation of DO, in particular to better approximate the low DO concentrations observed 

under low air flow rates. The calibration result showed that under dry-weather days, the 

dynamic simulation results meet the calibration requirements on both on-line (NH4
+, NO3

- 

and DO concentration) and off-line data (NO2
- concentration) collected near the outlet of 

the bioreactor. Importantly in view of this thesis’ objectives the simulation results also fit 

the N2O emissions measurements collected at different sections of the so-called summer 

aeration package area in the WWTP.  

Under wet-weather days, the simulation result was not as satisfactory as that under dry-

weather days. The reason could be due to the fact that the alternative pathway, i.e. the 

NH2OH oxidation pathway and not the NO2
- reduction pathway should be used under 

these weather conditions. The change of the flow regime may also contribute to the 

simulation errors. Further studies will be needed to confirm these possibilities. Finally, note 

that although the description of phosphorus dynamics is not the focus of this thesis, the 

modelling of P removal was still included in the model (i.e. ASMG2d) because the plant is 

removing P both by chemical but also some biological processes. The calibration effort 

remained limited to achieving an approximation of the average effluent phosphate 

concentrations. 

Through the calibration of ASMG1 and ASMG2d, useful experience was obtained 

regarding future N2O-related ASM model calibrations on full-scale data. The key idea 

behind the adopted procedure is to first calibrate the aeration and the C submodels and 

only then move on to the calibration of the N submodels.  
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5.1.4 Model discrimination 

The two ASMG1 models implemented in BSM2 (the original and modified ASMG1-BSM2) 

showed little difference in average values of effluent quality, operating costs and net N2O 

production and emission rates under each scenario. However, a significant difference 

showed up when studying the N2O reaction rates by the different bacterial groups and the 

dynamic N2O emissions under control strategies and, surprisingly, also under cold weather 

conditions. It is suggested to take advantage of the reported difference under dynamic 

conditions to achieve model discrimination. This encourages more dynamic N2O data 

collection in view of model discrimination. One feasible plan is to organize several short-

term measurement campaigns over a whole year to cover the important seasonal 

variations in N2O emissions.  

While both traditional and modified ASMG1 could achieve good reproduction of the BSM2 

simulations, for the simulation of the Eindhoven WWTP, the modified Haldane term had to 

be selected to describe the DO effect on AOB denitrification in ASMG2d. This selection 

was based on experimental observations as mentioned in section 5.1.2, i.e. the N2O 

emission suddenly decreases when DO is increased above 2.5 mg O2/l. This model choice 

is supported by good simulation results for dry-weather days. However, the poor 

simulation results related to rain events suggested that perhaps different models or kinetic 

terms should be used to simulate the N2O emission under wet-weather conditions. This 

should be subject of future work. 

5.1.5 Contribution from AOB denitrification 

Thanks to the calibrated models, the processes could be better elucidated than if only an 

analysis of the measurement data was conducted. The model gives a more accurate 

answer on the actual values and can remove the complex interactions with other 
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processes such as mixing, mass transfer, and the large number of bioprocesses. The 

model for instance calculates the N2O emission or production by other bacterial groups, 

i.e. heterotrophs and PAO, and allows calculating all contributions at all locations of the 

WWTP, including on-site and off-site emissions. This would be much more difficult for an 

analysis based on field measurements alone.  

In contrast to ASMG1 which models N2O production by both heterotrophic and AOB 

pathways, ASMN (Hiatt and Grady, 2008) only includes the N2O production by 

heterotrophs. This was the original implementation of N2O production in BSM2 (the so-

called ASMN-BSM2, Flores-Alsina et al., 2011). The comparison between the results of 

ASMN-BSM2 and ASMG1-BSM2 revealed that little difference occurs at the level of 

effluent quality and operating cost. On the other hand, the N2O emission factor is 

increased significantly when including AOB denitrification (ASMG1). This is because when 

N2O is produced by AOB’s, they cannot remove it. The only way produced N2O can be 

removed is by consumption by heterotrophs, which can reduce N2O to N2, under anoxic 

conditions.  

Both the original and modified ASMG1 models show more N2O emissions in summer than 

in winter which is consistent with the full-scale observations of Daelman et al. (2013). This 

result was shown to be related to the temperature dependency of bacterial activity. The 

accumulation of N2O in summer is mainly due to the increased AOB pathway activity, while 

the net N2O production by heterotrophs does not change too much all year round. These 

results indicate that AOB is a major contributor to the N2O emissions in terms of both 

quantity and variation, whereas heterotrophs can play an important role to reduce the 

emission of N2O produced by AOBs.  

This conclusion is further supported by the full-scale measurements and simulation of the 

Eindhoven WWTP. The phenomena observed from measurements and the analysis of the 
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modelling results showed that the AOB pathway in the summer package was the main 

producer of the N2O while the heterotrophic denitrification of the produced N2O in the non-

aerated zone of the outer ring led to the overall observed net production of N2O 

consumption that was 66.7% of the net N2O production by AOB. At the Eindhoven WWTP 

the PAO played a negligible role in N removal and N2O production. N2O was basically 

emitted at the summer aeration package. The results suggest that in this plant attention 

should be focused on the aeration in the outer ring when trying to reduce the N2O 

emissions. More discussion regarding control strategies can be found in section 5.1.7. 

5.1.6 N2O emissions under wet-weather conditions 

Measurement data at the Eindhoven WWTP showed that under wet-weather conditions 

the N2O emission is reduced. It was also found that the fraction of NH4
+ being removed 

was lower under rain events.  

A delicate analysis on the data set showed that different control strategies applied under 

different weather conditions had a significant impact on N2O emissions. For the studied 

full-scale WWTP of Eindhoven, compared to the NH4
+-DO cascade control strategy which 

is the dominant strategy for aeration manipulation under dry-weather conditions, the 

inflow-based feedforward control which is switched on under hydraulic shocks led 

unexpectedly to lower N2O emissions, especially in terms of lower N2O emission peaks.  

The difference in performance of N2O emissions under the different control strategies is 

basically due to timing, i.e. whether the system takes actions, i.e. amplifying the aeration, 

before or after the aeration zone receives NH4
+ peaks. The NH4

+-DO cascade control is a 

low-gain feedback controller, and there is thus a delay between detecting the rise of NH4
+ 

concentration and increasing the aeration. Such delays cause a transient condition with 

high NH4
+ and intermediate DO concentrations, which stimulates N2O emission. 
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Conversely, the inflow-based feedforward control makes the DO concentration increase 

before the NH4
+ peak hits the bioreactor, resulting in lower N2O emissions. Other reasons 

like decreased biomass concentration in the bioreactor and a shorter hydraulic retention 

time may also contribute to lower N2O emissions under wet weather conditions. 

However, when interpreting the effect of rain events in the virtual case study with ASMG1-

BSM2, a different result is obtained. When using a new 609-day influent file with 16% 

more rain events generated to account for future conditions under climate change, only 

little changes in N2O emissions compared to the current influent conditions could be 

shown. One must realize, however, that these N2O emission values obtained with ASM1G-

BSM2 are yearly average values. When investigating the effect of wet-weather conditions 

on N2O emissions specific rain events should be picked up for analysis, instead of just 

taking an average evaluation. 

5.1.7 Control strategies 

After model calibration and validation of the modified ASMG1 in the framework of BSM2, 

different scenarios and strategies were proposed with a combined consideration of GHG 

emissions, effluent quality, operational cost and hydraulic shocks.  

The effect of the spatial distribution of DO on reducing N2O emissions was confirmed by 

the separate DO strategy which controls DO concentration in each aerobic tank with an 

individual DO controller and setpoint. This separate DO strategy achieves the largest 

reduction in N2O emissions, i.e. the N2O emission is reduced by 76.2% compared to the 

open-loop scenario. On the other hand, it also shows the worst values in terms of OCI, 

EQI and NH4
+ violation among all studied control strategies, clearly indicating the 

compromise that has to be sought.  
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In contrast, the NH4
+-DO cascade control has a poor performance in terms of controlling 

N2O emissions (almost equal to those of the open loop), but its OCI value is the lowest 

(reduced by 9.4% compared to the open loop) and there is almost zero NH4
+ violation. This 

is due to the fact that its aeration energy saving purpose has a tendency to cause 

intermediate DO conditions which are beneficial for N2O production by AOB.  

With this insight, a cascade plus 1 DO control strategy was proposed. It proved to have the 

advantages of N2O mitigation, as the separate DO strategy, and effluent quality control 

and energy saving, as the pure NH4
+-DO cascade controller. The N2O emission of this 

cascade plus 1 DO control strategy is in between the values of the separate DO strategy 

and the pure NH4
+-DO cascade control strategy, showing a reduction of 44.1% compared 

to that of the open loop. Its OCI value is also between the values of the separate DO 

strategy and the pure NH4
+-DO cascade control strategy. Its effluent NH4

+ violation is 

negligible too.  

Subsequently, this cascade plus 1 DO strategy was coupled with two wet weather control 

strategies, i.e. step feeding and sludge recycling control. The two extended strategies 

inherit the advantages of the cascade plus 1 DO strategy, showing similar EQI, OCI and 

GHG emissions as the cascade plus 1 DO strategy. However, compared to the other 

strategies they also show better controls of the TSS violations caused by hydraulic 

disturbance of the settling process. With the proposed influent file reflecting climate 

change impacts such as more intense rainfall, the TSS violations under either the open 

loop or closed loop strategies are increased. The two extended strategies are, however, 

able to handle this challenge. The strategy extended with step feeding lowers the TSS 

violation by 30.3% and the strategy extended with sludge recycling control lowers the TSS 

violation by 19.0% compared to that of the open-loop scenario.  
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However, these control strategies did not fully consider the impacts of the timing on the 

process conditions on the N2O emissions. Indeed, according to the observations at the 

Eindhoven WWTP the N2O emission was not always kept at high levels but was actually 

only increased under NH4
+ peaks. The model-based analysis indicated that the slow 

reaction of the cascade controller led to conditions of high NH4
+ and intermediate DO 

concentrations that lead to peak N2O emissions. Therefore, to counter this timing issue it is 

suggested to put a NH4
+ sensor upstream of the aeration zone, i.e. in the anoxic tank, with 

the objective of detecting an incoming NH4
+ peak, and can work individually or together 

with the downstream NH4
+ sensor which is already used in the current cascade feedback 

controller of the Eindhoven WWTP. When the upstream NH4
+ detects an upcoming NH4

+ 

peak, the DO setpoint of the aeration zone can be increased prior to the arrival of the NH4
+ 

peak in the aeration zone, while under normal NH4
+ loading the plant can still work under 

the current cascade feedback controller to realize the purpose of energy saving and 

effluent quality control. 

 

5.2 Perspectives 

5.2.1 A unified model of AOB N2O production 

The current general consensus is that N2O production by AOB can be attributed to two 

pathways, i.e. the NH2OH oxidation pathway and the NO2
- reduction pathway, possibly 

concomitantly. Future work should include evaluating the contribution of the two pathways 

to the total N2O production through experimental and modelling work.  

Regarding the modelling approach, work has already been done to simulate the bioreactor 

in full-scale WWTP by applying different models which use different pathways, either 

NH2OH oxidation pathway or NO2
- reduction pathway. Two SBR, one UCT process and 
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one oxidation ditch have been tested, see the paper of Spérandio et al. (2014) in Appendix 

J. The result showed that none of the proposed models is able to describe all the studied 

systems, which suggests that the activity of each pathway is dependent on reactor 

conditions. Considering the simulation results of the Eindhoven WWTP under dry and wet 

weather conditions, it may be that a switch between the two pathways is the only solution 

to describe the collected data under all weather conditions.  It can thus be concluded that 

models are required that can integrate the two pathways of AOB N2O production and the 

scientific community is about to achieve this. For instance, a model integrating the two 

pathways has just been proposed by Ni et al. (2014), but it must be stated that the concept 

of Ni et al. (2014) based on electron carriers is quite different from traditional bioreaction 

kinetic models and may not be that easy to be accepted by the wastewater modelling 

community. Also, this new concept needs further validation. Besides, a model integrating 

the two pathways of AOB N2O production could also be built following the traditional 

concept. Such model does not use the competition between electron carriers but 

expresses the electron transfer directly among the pollutant components with kinetic 

relations based on component concentrations to describe the switch between pathways 

(Spérandio, personal communication at WWTmod2014). Later on, these two kinds of 

integrated models, i.e. using either the electron carriers or traditional concepts, should be 

compared and evaluated by applying them to full-scale or lab-scale studies. Through such 

efforts a unified or an almost unified model regarding the AOB N2O production will be 

obtained.  

5.2.2 Wet-weather studies 

In contrast to dry-weather conditions, the plant behavior under wet-weather conditions is 

more irregular, causing difficulties to simulate plant performance. As mentioned above the 

unsatisfactory simulation of N2O emissions under rain events could be due to the fact that 
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a different AOB pathway dominates the N2O production under wet-weather conditions. 

This would require a model that is able to switch among the two AOB pathways, i.e. 

NH2OH oxidation pathway and NO2
- reduction pathway, under dry and wet weather 

conditions. The underlying mechanism will have to be elucidated but the time evolution of 

the concentrations of NH4
+ and DO seem good candidates for this. 

The flow regime under hydraulic shocks is different from that under dry-weather conditions 

which indicates that the mixing model, e.g. the number and the size of the CSTRs, may 

have to be re-assessed during wet-weather conditions. The effect of different mixing on 

aeration, N2O production and other aspects may thus have to be estimated as well.  

The variation under rain events is fast and transient demanding experimental studies that 

focus on fast dynamics. In other words, high-frequency monitoring is required. Given such 

fast dynamics, the design of control strategies should also take into account the system 

variation. The strategies for N2O mitigation proposed for the Eindhoven plant should be 

tried out.  

5.2.3 Sensitivity analysis of ASMG2d 

An on-going study in which the ASMG2d model is implemented in the Benchmark 

Simulation Model No.1 extended with P-removal (ASMG2d-BSM1) showed that the initial 

values of the ASMG2d components in the bioreactors have an effect on the final results, 

even under steady-state simulation. This is a special result probably related to 

nonlinearities in the model that warrants further analysis as this is not often observed with 

activated sludge models. To this end, a sensitivity analysis on the initial values of ASMG2d 

components will be of great interest. A set of critical variables should be selected based on 

simulation experience. The results of the sensitivity analysis will not only explain the initial 
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value problem but it will also provide important information for the calibration of ASMG2d 

when applying it to other WWTPs. 

5.2.4 Other GHGs besides N2O 

Besides N2O the gas measurement equipment (Emerson) has also recorded the volume 

concentration (ppm) of other types of gases, i.e. CO2, CH4 and O2. The full-scale 

measurements at the Eindhoven WWTP showed that the emission of CH4 was around 50 

ppm, i.e. in a similar magnitude as N2O. The GWP of CH4 is 32 (IPCC, 2013). Therefore, it 

will be interesting to also take these CH4 emissions into account. The Eindhoven WWTP 

has no sludge digester where CH4 is produced and thus, no CH4 would enter the plant 

from internal recycles of sludge digestion reject water. The CH4 may be produced is the 

plant, e.g. in the primary and the secondary settlers, the sludge recycling line and the 

anaerobic tank (Czepiel et al., 1993; Daelman et al., 2013b). However, a population of 

methanogens should be maintained there, which needs further verification. Experiments 

will thus have to be conducted to clarify these observations. 

The emission of CO2 was approximately 100 times that of the CH4 and N2O emissions, i.e. 

around 35,000 ppm. Of course CO2 is a much less powerful GHG compared to CH4 and 

N2O, but such a huge amount of emission indicates that the CO2 emission from the 

bioreactors should be rethought and examined carefully. Although most of the emitted CO2 

will be considered short-term carbon cycle CO2 and will thus not be included in the total 

GHG emission according to the IPCC (2007), it will also contain considerable amounts of 

fossil CO2 (Law et al., 2013) that should be accounted for. Also, some researchers also 

suggest that the biogenetic CO2 should not be excluded from the GHG evaluation 

framework (EPA, 2013) as from a global warming perspective no difference should be 

made between these two types of CO2. 
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Another gas which may deserve further studies is NO which can also be a product of 

heterotrophic denitrification and also occurs in AOB N2O production. However, NO is 

unstable and is easily oxidized into NO2 which is a gas leading to acid rain and photo-

chemical smog. The instability of NO also brings difficulties in measurements. Therefore, 

one may have to measure both NO and NO2 in the emitted gas. Spérandio et al. (2014) 

indicated that measurement of NO can help elucidating which pathway is dominant in AOB 

N2O production. 

5.2.5 Integrated models 

This thesis only focused on GHG emissions from WWTPs, without consideration of GHG 

emissions from sewers and rivers. However, the sewer, the WWTP and the river constitute 

an integrated system and there are important interactions among them. For example, the 

WWTPs receive wastewater from sewer systems, so the design and the operation of a 

sewer system will change the wastewater composition and thus affect WWTP 

performance. Besides, there is also GHG production and emission from the sewer system, 

like CH4. Studies in a view of the sewer-plant-river integrated system have already been 

carried out at levels of benchmarks and real plants (Benedetti et al., 2013; Guo et al., 

2012). However, there is still a long way to get a good understanding of the GHG 

emissions from the integrated system. More work needs to be done, including data 

collection about GHG emissions from the three subsystems (sewers, WWTPs and rivers) 

and model development to include GHG productions in such a big framework. Work is 

ongoing within the framework of the IWA Task Group on GHG emissions. 
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Appendix A Calculation of N2O emissions 

For the three sections of the summer aeration package (beginning, middle and end), the 

collected data set of N2O emissions is different in terms of the length of the time series for 

each section. Therefore, when calculating the average N2O emission rates, the average 

N2O emission factors and the total N2O emission factor under dry weather conditions, 

three dry-weather days were selected for which complete data were available. They were 

August 7th-9th for the beginning section, from noon on August 12th to noon of August 15th 

for the middle section and August 21st-23rd for the end section.  

 

1. N2O emission rate 

Assume that: (I) the surface of the summer package is equally divided into 3 sections (the 

beginning, middle and end sections) and the N2O emission is equally distributed over each 

section’s surface; (II) the aeration flow rate of the summer package is equally distributed 

longitudinally throughout the bioreactor, so that the local aeration flow rate for each section 

can be calculated as one third of the total aeration flow rate; (III) in the other two lines the 

bioreactors show similar behaviours as the measured one. Given these assumptions, the 

N2O emission rate can be calculated as:  

2 ,

2 , ,6 

N O_ppm 0.028 
N O_emission_min 3

10 0.0224

i t

i t i tQ                 Eq. (A.1)  

where i stands for the different locations of the summer package (i=1, 2, 3 meaning the 

beginning, middle and end section respectively), N2O_emission_mini,t is the N2O emission 

rate (kg N2O-N/d) on a minute basis for the i th section of the summer package at time t, 

N2O_ppmi,t is the raw measurement value of N2O (ppm) at time t, collected on a minute 

basis, Qi,t is the aeration flow rate in the i th section of the summer package at time t (m3/d), 
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0.028 is the N mass contained per mole of N2O (kg N2O-N/mol), 0.0224 is the molar 

volume of N2O gas (m3/mol), 106 is a coefficient for converting the unit ppm to 

dimensionless (ppm) and the number 3 refers to the three parallel treatment lines.  

Qi,t is calculated by: 

,

,
3

Total t

i t

Q
Q                  Eq. (A.2) 

where QTotal,t is the total aeration flow rate of the summer package at time t on a minute 

basis (m3/d). 

 

2. N2O emission factor 

Influent components do not reach the end of a bioreactor immediately after they arrive at 

the plant inlet. In other words, there is a delay time (tDelay) for the components between 

arriving at the plant inlet and hitting the downstream summer package. Therefore, the N2O 

emitted at time t is actually the result of the influent N at time t-tDelay. When calculating 

the N2O emission factors, this delay time was taken into account: 

2 ,

N2O, ,

N O_emission_hour

TKN_load

i t

i t

t tDelay

f


                    Eq. (A.3) 

where fN2O,t is the hourly averaged N2O emission factor for the i th section of the summer 

package at time t, N2O_emission_houri,t is the hourly averaged N2O emission rate (kg N2O-

N/d) for the i th section of the summer package at time t, tDelay is the hydraulic delay time 

for influent components arriving at the summer package, and TKN_loadt-tDelay is the influent 

total Kjeldahl nitrogen (TKN) load at the current time t minus tDelay (kg N2O-N/d). In this 

case study, tDelay was estimated from the figures by comparing the arrival time of the 
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influent NH4
+ peak loads with the time of occurrence of the maximum local NH4

+ 

concentration measured at the summer package. Note that tDelay should change with the 

plant influent flow rate but it is hard to obtain this dynamic tDelay only from measurement 

data because there are internal recyclings among different rings and circulation flows in 

the outer ring. A tracer test in a model simulation can help answer this question, but 

modelling is not the purpose of this paper.  

The influent TKN load is: 

TKN, inf,TKN_load /1000t tDelay t tDelay t tDelayS Q                  Eq. (A.4) 

where Qinf,t-tDelay is the influent flow rate at time t-tDelay (m3/d), STKN,t-tDelay is the influent 

TKN concentration at time t-tDelay (gN/m3), and the number 1000 is used to convert 

concentration from gN/d to kgN/d.  

Besides the influent flow rate and the ammonia concentrations (SNH), the plant has 

spectrophotometric sensors for influent CODs and CODt (Cierkens et al., 2012). With this, 

the influent TKN concentration was calculated as defined: 

 

 

   

TKN, SA SF N,SI SF N,SF

XS N,XS

XS BM N,XI

1 CODs CODs

                    CODt -CODs

                    CODt -CODs 1

             

t tDelay t tDelay t tDelay

t tDelay t tDelay

t tDelay t tDelay

S f f i f i

f i

f X i

  

 

 

       

  

     
 

BM, N,BM NH,       t tDelay t tDelayX i S   

           Eq. (A.5) 

where parameters fSA=0.38, fSF=0.39, fXS=0.45, iN,SI=0.033, iN,SF=0.03, iN,XS=0.04, iN,XI=0.02, 

iN,BM=0.07 and the concentration of influent biomass is assumed as XBM=5 mg/l.  

Note that the N2O emission rate is calculated every minute as the raw data of the N2O 

analyser and other plant sensors are collected every minute, giving more detailed 

information on the short-term dynamic variations. The emission factor on the other hand is 
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calculated as an hourly average because the calculation of the emission factor should 

consider the effect of hydraulic delay time and due to that the tDelay was only estimated 

from visual comparison in figures the result could not be precise if too small time intervals 

are used. The more precise values need the help of modelling. 
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Appendix B Contribution of AOB pathway to N2O emissions 

It is hard to precisely calculate the N2O emissions by the AOB pathways. However, its 

minimum value can be estimated under the assumption of limit conditions as explained 

below.  

Assume that the N2O emissions at the summer package are only due to the stripping of 

N2O produced anoxically in the upstream anoxic zone. In other words, it is assumed that 

no bioreaction (including AOB N2O production) occurs in the aerobic zone. In this limit 

situation one can calculate how the N2O emissions would decrease along the aerated 

zone as the dissolved N2O is decreasing due to stripping (remember: no N2O production 

occurs, so the N2O concentration can only go down). If the evolution of the calculated N2O 

emissions along the aerated zone is not equal to the measured evolution of the N2O 

emissions, it means that this assumption is not correct and that the AOB contribute to the 

N2O emissions.  

Considering a steady-state situation and assuming that the liquid N2O equilibrium 

concentration is 0 mg N/l (the aeration air does not contain N2O), the following equation 

holds: 

2 N2ON O_emission_mini L i ik a C V                             Eq. (B.1) 

where N2O_emission_mini is the N2O emission rate (kg N2O-N/d) for the i th section (i=1, 2, 

3 meaning the beginning, middle and end sections respectively) of the summer packages 

at time t, Ci is the liquid N2O concentration (kg N2O-N/m3) for the i th aeration sections, 

kLaN2O is the N2O mass transfer coefficient (d-1) and Vi is the liquid volume of the i th 

section (m3).  
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Assuming that the summer package in the bioreactor can be described as a series of 

completely stirred tank reactors (CSTR), the following equation can be used to calculate 

the outlet concentration of a section with stripping of a component (Gujer, 2008): 

0

N2O

1

1

i

i

L t

C C
k a 

 
  

  
                                  Eq. (B.2) 

where θt is the hydraulic retention time (HRT) in the CSTRs of the summer package and 

C0 is the liquid N2O concentration at the entry of the summer package. Substituting Eq. 

(B.2) into Eq. (B.1) leads to: 

 

2 N2O 0

N2O

1

2 1

N2O

1
N O_emission_min

1

1
                                N O_emission_min

1

i

i i

L t

i

L t

Kla C V
k a

k a







 
    

  

 
  

  

           Eq. (B.3) 

kLaN2O can be calculated from (Spérandio and Paul, 1997): 

N2O
N2O

O2

L L

D
k a k a

D
                         Eq. (B.4) 

where kLa is the oxygen transfer coefficient (d-1), DO2 is the diffusion coefficient for oxygen 

(2.12×10-9 m2/s) and DN2O is the diffusion coefficient for N2O (1.77×10-9 m2/s).  

From Cierkens et al. (2012), kLa is 125 d-1 under steady state, and according to Eq.(B.4), 

kLaN2O = 114.22 d-1.  

The total volume of the summer package aeration zones, considering the three parallel 

lines, is 16,100 m3, so the volume of each CSTR is Vi=16,100/3 m3, and the flow rate 

through the summer packages is 55,985,200 m3/d. Then for the middle and end sections 
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of the summer packages, θt is about 1.3 minutes and 2.6 minutes. For the beginning 

section of the summer packages, θt is 0.  

With this the evolution of the N2O emissions during the aerated zone can be calculated. 

According to the assumption, all N2O emission at the beginning section of the summer 

package is from upstream anoxic denitrification, i.e. substituting N2O_emission_min1 =10.7 

kg N2O-N/d in Eq. (B.3). When the mixed liquor reaches the end section of the summer 

package, i.e. after 2.6 minutes, the emission of N2O originating from the upstream anoxic 

zone is:  

 3 1

2 3 2

1
N O_emission_min 10.7 7.4 kg N O-N/d

114.22 2.6/24/60 1



 
   

  
  

Following the calculation of Appendix A, the N2O emission rate at the end section of the 

summer package is 20.3 kg N2O-N/d. Hence, the remainder, 20.3-7.4=12.9 kg N2O-N/d, 

must be produced in the summer package. 

Applying the same calculations for the middle section, 9.7 kg N2O-N/d is emitted that is the 

result of the upstream anoxic production. This is higher than the measured value (7.7 kg 

N2O-N/d), which indicates that the assumed 10.7 kg N2O-N/d emitted in the beginning 

section must already contain some AOB produced N2O.  

It can therefore be concluded that the extreme condition assumed above is not valid and 

that, in other words, the N2O emission at the summer package must also be partially 

produced within the summer package. Considering that AOB activity will dominate the 

summer package which is aerobic, the N2O produced in the summer package will be 

mostly coming from the AOB pathways. Consequently, for the end section of the summer 

package, the N2O emission due to the AOB pathway will be higher than 12.9 kg N2O-N/d. 

Moreover, considering that the N2O emissions at the beginning and the middle sections 
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may also partially come from the AOB pathway, the overall N2O emissions due to AOB 

activity will be higher than 12.9 kg N2O-N/d. In addition, given the ring configuration of the 

bioreactor, some of the N2O in the liquid leaving the aeration package is recycled back to 

the beginning of the ring. This further supports the hypothesis that the N2O emission at the 

summer package cannot originate from the anoxic zones only. In conclusion, it can thus be 

stated that AOB considerable contributes to the overall N2O emission. 
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Appendix C Liquid-gas equilibrium of N2O 

The time needed to reach liquid-gas equilibrium is (Gujer, 2008): 

 
1

ln 1 0.99
6

BH

k


               Eq. (C.1)  

where H is the Henry coefficient, ϕB is the diameter of bubbles, and k1 is the mass transfer 

coefficient.  

l

4

B

D u
k

 

 



                        Eq. (C.2) 

where D is the molecular diffusion coefficient and u is the rise velocity of bubbles. 

For N2O, H = 1.614 and D = 1.77×10-9 m2/s. Assuming ϕB = 0.003 m and u = 0.3 m/s 

(Gujer, 2008), k1 = 41 m/d, τ = 7.8 s.  

The height of the bioreactor at the Eindhoven WWTP is 7 m. According to the assumption 

of u = 0.3 m/s, it takes at least 23 s for bubbles to rise from the bottom to the top of the 

bioreactor. It indicates that N2O in the gas bubbles can get to equilibrium quite fast before 

they leave the reactor. Therefore, the gas concentration of N2O (ppm) reflects the liquid 

concentration of N2O. Note that it is the emission rate (kg/d) that is given in the figures but 

a similar trend is observed in the N2O concentrations in the emitted gas (ppm), which 

means that the variation of the N2O emissions shown in the figures is mainly due to 

variation in the bioreactions, not in variation in the efficiency of the physical stripping. 
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