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In  this  paper  a methodology  for extraction  of qualitative  descriptions  of  data  series  is  extended  for  proper
inflection  point  recognition.  The  original  method  allows  the extraction  of  qualitative  information  such
as  the  sign  of  the first  and  second  derivatives  of  the assumed  signals  underlying  univariate  noisy  time
series.  However,  it is not  able  to  handle  consecutive  inflection  points,  i.e.  inflection  points  which  follow
each  other  in  time  with  no minimum  or maximum  in  between  them.  To  improve  this  method  for  proper
eywords:
ualitative Trend Analysis (QTA)
ualitative Representation of Trends (QRT)
ata mining
ualitative analysis

assessment  of  inflection  points,  the  original  method  is  compared  with  three  modifications  of  the  original
method.  One  of  the  alternatives  based  on repeated  application  of  Witkin’s  stability  criterion  delivers
better  results  for both  identification  of  the qualitative  descriptions  and  the  locations  in time  of  extrema
and inflection  points.  Furthermore,  the  same  modified  method  is shown  to  deliver  the  best  fault  diagnosis
performance  in  a  benchmark  batch  fermentation  study.  Furthermore,  the  same  modified  method  is  shown
to deliver  the  best fault  diagnosis  performance  in  a benchmark  batch  fermentation  study.
. Introduction

Qualitative interpretation of time series has received fair atten-
ion in literature over the past 15 years. The use of qualitative
nformation is often warranted and supported by the observation
hat an operator’s reasoning or knowledge is to a large extent based
n qualitative features in data series rather than their quantita-
ive properties. Given that operators spend a large proportion of
heir time to the monitoring of trends in process measurements
Yamanaka & Nishiya, 1997), an automated assessment of process
rends can facilitate operators in performing the task of process
upervision. Part of the potential for such a tool lies in the con-
ext of fault detection and identification (Venkatasubramanian,
engaswamy, & Kavuri, 2003; Villez, Keser, & Rieger, 2009; Villez,
osén, Anctil, Duchesne, & Vanrolleghem, 2008). Indeed, informa-
ion about trends may  be addressed to the operator only in case
f abnormalities. As such, an operator does not need to check nor-

al  data on a regular basis and can focus on true problems. This

educes the time spent on evaluation of normal data and will likely
esult in a faster analysis and reaction to abnormal situations. More
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übendorf, Switzerland.
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advanced use of such tools may  include the design of automated
diagnosis and/or control systems that are based on qualitative
assessment of process trends. Furthermore, methods focused on
qualitative features are well-suited for data mining of process data
(Villez et al., 2007).

In the context of automated control of biological wastewa-
ter treatment plants for nutrient removal, oxidation reduction
potential (ORP) signals and the points within time series thereof
where transitions from accelerating to decelerating behavior and
vice versa occur (inflection points) have been addressed as key
indicators (Andreottola, Foladori, & Ragazzi, 2001; Fuerhacker
et al., 2001; Kim, Chen, Kishida, & Sudo, 2004; Li, Peng, Peng, &
Wang, 2004; Plisson-Saune, Capdeville, Mauret, Deguin, & Baptiste,
1996; Ra, Lo, & Mavinic, 1999; Vanrolleghem & Coen, 1995;
Wareham, Mavinic, & Hall, 1994; Yu, Liaw, Chang, & Cheng,
1998). As the inflection points in ORP signals can be used as
indicators for the end of nitrification and denitrification pro-
cesses in waste water treatment systems (Chang & Hao, 1996),
an accurate assessment of inflection points with minimal delay is
desired for such applications. In other biotechnological applications
qualitative descriptions are used for model structure identifica-

tion (Shaich, Becker, & King, 2001; Vanrolleghem & Van Daele,
1994).

Methods available for the assessment of Qualitative Represen-
tation of Trends can be divided into two  main classes, based on the

dx.doi.org/10.1016/j.compchemeng.2012.08.010
http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
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rinciples of their core methodology. The first group is based on
he training of a clustering (unsupervised) or classifier (supervised
earning) model. Wang and Li (1999) use PCA-based clustering

hile Rengaswamy and Venkatasubramanian (1995) use neural
etworks. An essential characteristic and potential weakness of
hese methods is the necessity for training of the models on his-
orical data prior to application. This may  lead to errors related to
xtrapolation to new data for which the models are not trained.
ethods of the second class do not require such explicit training

nd can be applied directly to any time series. Most of these are
ased on the fitting of polynomial functions in contiguous win-
ows. A prior assessment of one or more parameters (e.g. noise

evel) for acceptable fits is however essential. This requirement lim-
ts the use of the techniques in case of changing noise characteristics
nd may  lead to errors due to extrapolation as well. The meth-
ds of Charbonnier, Garcia-Beltan, Cadet, and Gentil (2005), Dash,
aurya, Venkatasubramanian, and Rengaswamy (2004), Flehmig,
atzdorf, and Marquardt (1998) share this characteristic. Within

his second class, an exception to this is only found with the method
xplained by Bakshi and Stephanopoulos (1994) which does not
equire an assessment of noise characteristics. It is the latter Qual-
tative Representations of Trends (QRT) method and modifications
hereof which are the subject of this study.

Qualitative analysis of time series has been judged promising
o solve many problems, including data mining, fault detection
nd identification (FDI) and reaction end-point detection. How-
ver, effective and critical comparison of the available techniques
s very limited. For this reason, this study includes a first bench-

arking study in qualitative analysis. The original QRT method
nd the proposed modification are compared in terms of accuracy,
omputational demand and fault detection and identification (FDI)
erformance.

It is safe to say that the selected method, called Qualitative
epresentation of Trends (QRT), is fairly complicated. It serves
herefore to evaluate what is favorable about this method. First
f all, neither model training or assessment of statistical properties
f the signal (e.g. noise level) are necessary prior to application of
he method. This advantage results from the use of a feature selec-
ion rule, called Witkin’s stability criterion (Witkin, 1983), which is
imed at the discrimination between noisy and acceptable qualita-
ive features in a time series. This heuristic rule is based on the
ntuitive notion that true or meaningful qualitative features are

ore difficult to filter from a time series than noisy ones. Its appli-
ation results in implicit control of the complexity of the resulting
ualitative representation. Because of the heuristic, it is a very
eneric method which requires little tuning or adjustment once
mplemented. Second, the QRT method is based on the cubic spline

avelet decomposition which means that the method implic-
tly assumes continuity of the first and second derivatives of the
ssumed signal underlying the time series. This was  a fair assump-
ion to make in the context of the original study (Villez, 2007),
s the focus lay on the analysis of pH and oxidation–reduction
otential time series which were not characterized by visible dis-
ontinuities. Third, an initial comparison with the Qualitative Trend
nalysis method, proposed by Dash et al. (2004),  indicated some
roblems with the QTA method that were considered prohibitive
or application for the particular case study. For example, a pre-
iminary comparison (Villez, 2007) between the QTA and QRT

ethod indicated that the QTA method as implemented does not
nforce continuity of the first and second derivatives. In addition,
he same noise-free signal resulted in a large variability of qualita-
ive descriptions when repeated for different noise sequences. The

riginal QRT method did not exhibit such large variability. A third
bservation was that the QTA method obtains qualitative descrip-
ions through control of the parametric complexity of the fitted
olynomials by choosing between zero-, first- and second-order
l Engineering 48 (2013) 187– 199

approximations. This does not automatically imply control of the
complexity of the qualitative descriptions as was  demonstrated in
Villez (2007).

To be fair, some arguments can be brought against the QRT
method just as well. A first is that the method is fairly complex,
both conceptually and in terms of implementation. At the same
time, little existing software exists that can easily be re-used for
this purpose and the literature offers little guidance on proper
implementation. A second is that the original QRT method does
not allow for consecutive inflection points (between two  consec-
utive extrema) to be identified correctly and a third is that this
method cannot tackle discontinuities in an effective manner, due
to the cubic spline wavelet decomposition. It was  decided to tackle
the first and second remark based on investigative research while
the third remark was  not considered relevant to the intended appli-
cation. As such, the modifications of the original QRT method are
reported with the aim of tackling the second remark on QRT in par-
ticular. Next to that, gaps in the original method are completed. The
implementation in Matlab/Octave is available publicly, by which
the first criticism of QRT is also alleviated.

In what follows, materials and methods are explained first
(Section 2), including the benchmark simulations set up to prop-
erly test the developed modifications of the QRT  method and the
four alternative QRT-based methods. Results are presented in the
following section after which Section 4 follows. At the end of
this paper, the major conclusions of this work are provided. In
supplementary materials,  the original and developed QRT meth-
ods are benchmarked for fault detection and identification (FDI) of
the Penicillin fermentation model of Birol, Undey, and Ç inar (2002)
and Monroy, Villez, Graells, and Venkatasubramanian (2011).

2. Materials and methods

In the following sections, the data set as used for the bench-
marking study reported in this article is explained first. This
benchmarking study is focused on the identification of qualitative
representations. After that, the deployed methods for qualitative
time series analysis are explained. To this end, the paradigm of
using primitives as templates for qualitative behavior is presented
after which the original method by Bakshi and Stephanopoulos
(1994) for Qualitative Representation of Trends (QRT) is explained
in detail. Following that, modifications to the original method are
presented which result in three alternative methods. In a last sec-
tion, the performance measures used to evaluate the different
methods are given. A second benchmarking study is provided in
Supplementary Materials.  This study evaluate the same methods
for identification of qualitative representations as well as for fault
detection and identification (FDI). This additional study further
supports the conclusions made on the basis of the first study. It
also leads to fair further criticism against using the QRT method for
Fault Detection and Identification problems in noisy circumstances.

2.1. Benchmark simulations

The prime purpose of this paper is to extend the original QRT
method so that the identification of consecutive inflection points
becomes possible. To effectively evaluate whether a particular pro-
posed alternative method fares better or worse at this task, a
benchmark time series data set is produced for which the true
qualitative descriptions are available as a reference. It is for this
reason that simulated data, rather than real data, are used. Fur-

thermore, the QRT method heavily relies on cubic spline wavelet,
which inherently assumes that the obtained signal is approximated
well by a signal which is continuous up to the second deriva-
tive. As such, the simulations deliver noise-free signals which are
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ontinuous up to the second derivative. These noise-free simula-
ions are used to determine the true qualitative representation by
imple differentiation.

To meet this requirement, a simple fed-batch fermentation pro-
ess is simulated. The biokinetic model makes use of conventional
onod and inhibition switching functions of which the parameters

an be set up so as to to produce consecutive inflection points in the
imulated data. The fed-batch process is simulated for a fixed length
f 480 min. At the start, the reactor contains 100 l of an aquatic solu-
ion containing two reagents (A and B). Both reagents react with a
hird reagent (C) which is added in solution at the beginning of the
ed-batch operation with a fixed pump flow rate for a given time.
he detailed model is given in Appendix A. All parameters and vari-
bles are listed with their (initial) values in Appendix B. A noise-free
alue of the reactor concentration of reagent C is taken every 5 min,
eading to 5760 measurements in each simulation.

Three parameters are varied in this simulation study. First, the
ime length during which this pump is active is varied between

 and 20 min  in steps of 5 min. Depending on this time length,
he reagent B is completely converted or not within the simu-
ated batch time. Secondly, additional variation in the simulated
esults is obtained through applying five different values for the
nhibition constant in the model (KI) between 10−5 to 10−1 mol  l−1,
ach separated with a factor 10. This affects the smoothness of
he simulated profiles. For low values of the inhibition constant
ne obtains a smoother profile which makes the inflection points
arder to observe, i.e. they are not as crisp. Finally, the measure-
ent noise standard deviation was set to values between 10−5 and

0−1 mol  l−1 each separated with a factor 10. The values for the first
wo parameters were deliberately set so to obtain a set of 20 distinct
arget qualitative representations, including simulated time series
ith three consecutive inflection points present in the time series.

he different noise levels permit to evaluate the robustness of the
pplied techniques against noise. The three parameters are varied
ccording to a full factorial design, thereby leading to 100 (4 × 5 ×5)
imulations for a given noise sequence. Each of these was repeated
or 100 different noise sequences. The Signal to Noise Ratio (SNR,
atio of the variance of the noise-free signal to the variance of the
oise sequences) computed over the whole data set ranges from
.02108 (highest noise level) to 3.02 (lowest noise level), with fac-
ors of 100 apart. The ratio of the noise standard deviation to the
oncentration range (overall minimum to maximum value) ranges
rom 1.4 × 10−3% to 14% (with factors of 10 apart). The true quali-
ative representations are obtained by analysis of the derivatives of
he noise-free signal, xC(k). The actual qualitative analysis by means
f the QRT methods takes the noisy time series, y(k), as input.

.2. Primitives

Common to most qualitative analysis methods for time series
s that qualitative behavior is described on the basis of the sign
f the first and second derivatives as inferred by the method of
hoice. Seven unique qualitative behaviors result, each of which is

eferred to as a primitive and to which a unique alphabetic char-
cter is assigned. Fig. 1 shows those seven primitives as well as
he characters as used in this work. In addition, it shows two  addi-
ional characters used in this work when only the sign of the first

Fig. 2. Scheme of the w
Fig. 1. Primitives for qualitative analysis.

derivative is known and/or relevant. For upward trends, U (Upper)
is used, for downward L (Lower) is used. The steady F primitive can
always be used without ambiguity.

2.3. Original method

The original method by Bakshi and Stephanopoulos (1994) pro-
ceeds in four major steps, referred to as (1) wavelet decomposition,
(2) trending of details, (3) construction of the Wavelet Interval Tree
and (4) feature selection. Each of these steps is explained separately
in the following paragraphs. The first paragraphs of Section 3 report
detailed results for a single time series which can be inspected for
visualization of the following abstract explanation.

2.3.1. Step 1 – Wavelet decomposition
In essence, wavelet theory is apopular approach to analyze

signals simultaneously in the frequency domain and the time
domain. Several works and tutorials can be found today as a result.
Daubechies (1992), Meyer (1993), Strang and Nguyen (1996) are
suggested for extensive, theoretical study and (Torrence & Compo,
1998) for a more intuitive introduction to the subject.

In the case of the QRT method, the discrete wavelet transform
(DWT) is used. This transform consists of passing a given signal
through a dyadic filter bank consisting of corresponding pairs of
high-pass and low-pass Finite Impulse Response (FIR) filters. Fig. 2
shows a scheme of this filtering process. In what follows, a given
level in the filter bank is referred to as the wavelet scale (p).
Practically speaking, one obtains the low-pass filtered signals by
convolution with the so called scaling function (�p). The resulting
low-pass signals are called the approximations (ap(t)). In parallel,
one also convolutes each low-pass signal with the so called wavelet

function ( p) which results in high-pass signals called details (dp(t)).
The maximum number of levels in the wavelet analysis, P, is set
to log2(N) where N is the number of points in the studied series.

avelet filter bank.
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ndeed, assessing the behavior at frequencies lower than 2/N  has
ittle meaning when the series length is only N.

In the QRT method one specifically uses the cubic spline wavelet.
his wavelet has the particular property that a zero-crossing in
he detail dp is indicative of an extremum (maximum or mini-

um)  in the approximation from which it is derived (ap−1) (Mallat,
991). Also, an extremum (maximum or minimum) in the detail
ignal corresponds to an inflection point in the approximation
t the previous level. This property of the cubic spline wavelet
s only shared with the Gaussian kernel, as used in (Witkin,
983). However, the Gaussian kernel has infinite support while the
ubic spline wavelet has compact support. As a result, the cubic
pline wavelet is the only practically viable wavelet for the QRT
ethod.

.3.2. Step 2 – Trending
The trending step is by far the easiest to implement. In

his step, each detail is checked for zero-crossings and extrema.
hese correspond to extrema and inflection points, respectively,
n the approximations. Importantly, the original method requires
o remove inflection points when they are not separated by an
xtremum in between them. Each time this occurs, the inflection
oint corresponding to the maximum absolute value for the detail
ignal is selected while the rest are discarded. This implies that the
riginal method cannot identify consecutive inflection points by
esign.

Following the identification of the essential points in an
pproximation, one can obtain the qualitative description of that
pproximation. It is noted here that it is practically impossible to
btain the primitives E, F and G in a noisy scenario. Indeed, posi-
ive identification of the E, F and G primitives requires the detail
ignal to be constant for a period of time. Moreover, the F primitive
mplies a constant zero value for a period of time. As such, any prac-
ical result for noisy time series is expected to contain only A, B, C
nd D primitives. In Section 4, available options to enable identifi-
ation of linear trend episodes are discussed. Each primitive in the
equence together with its start and end time is called a triangular
pisode. The contiguous set of triangular episodes defines the tri-
ngular representation of the respective approximation. Next to the
riangular episode, a monotonic episode is defined as a contiguous
ime frame within which the sign of the first derivative is the same.
he qualitative description with monotonic episodes is obtained by
ggregating contiguous triangular episodes with the same sign for
he first derivative. The primitives U, F and L as discussed before
re used for monotonic episodes. In analogy to the triangular rep-
esentation, the monotonic representation of a signal is defined as
he contiguous set of monotonic episodes.

.3.3. Step 3 – Wavelet Interval Tree
Construction of the Wavelet Interval Tree is the step in which

tructural relations between the qualitative representations at each
avelet scale are obtained. The Interval Tree concept was  originally
roposed in Witkin (1983) in the context of scale-space filtering,

 technique which inspired the original QRT method. The under-
ying idea is that qualitative features disappear gradually during
he filtering process. It is indeed so that the cubic spline wavelet
lter only removes qualitative features such as extrema and inflec-
ion points. This means that a tree can be constructed which links
eatures at a given wavelet scale with a feature at the subsequent
avelet scale. The original work does not specify the algorithm

xecute this task. This link-finding problem is posed as a dynamic
rogram (DP) aimed at finding the feasible connection of essential

oints at neighboring wavelet scales with minimum misalignment
s the cost function. This misalignment is computed as the sum
f absolute shifts in time necessary to align the essential points
t the coarser scale with those in the more detailed wavelet scale.
l Engineering 48 (2013) 187– 199

Feasibility of an alignment requires that only essential points of the
same type (see above) are aligned, that chronological order is pre-
served and that all essential points at the coarser scale are aligned
with an essential point at the finer scale. The algorithm to solve this
DP is adapted from the Viterbi algorithm for maximum likelihood
state estimation of Hidden Markov Models (HMMs, Forney, 1973).

Following the alignment of essential points, one defines a
branch–leaf relationship between the episode at the coarser scale
(branch) and each individual episode (leaf) in the finer scale which
is found between the essential points aligned with the essential
points of the parent episode. Following alignment and identifica-
tion of the branch–leaf relationships, one obtains one or more tree
structures. There are as many trees as there are qualitative fea-
tures at the coarsest wavelet scale. The whole set of such trees is
referred to as the Wavelet Interval Tree. The construction of the
WIT  is executed on the basis of the triangular representations at
each wavelet scale. Upon finalization of this Triangular Wavelet
Interval Tree (TWIT), one can easily obtain a monotonic equivalent
(Monotonic Wavelet Interval Tree, MWIT) by aggregation of the
individual triangular episodes into monotonic ones as described
above.

It has been indicated by Bakshi and Stephanopoulos (1994) and
confirmed during implementation that the cubic spline wavelet fil-
ter is not perfect in the sense that spurious qualitative features may
be generated at coarser wavelet scales which are not present at the
finer scale. This occurs seldom but can prevent sound execution
of step 4 in the QRT method. Therefore, qualitative features at a
coarser scale are removed when they are not aligned with a feature
at the finer scale. Care has been taken to do this so that the mod-
ified qualitative representation remains internally consistent (e.g.
B should be followed by C following implied continuity constraints
of the first and second derivatives). This removal is done before
the branching step. For each pair of subsequent wavelet scales, the
executed steps are thus (1) alignment, (2) spurious feature removal
and (3) branching.

2.3.4. Step 4 – feature selection
In the final step of the QRT method, the multiple qualitative rep-

resentations at different wavelet scales are reduced to one, final
representation. In order to arrive at the final representation, one
starts with the most coarse Monotonic representation available,
the one at the last wavelet scale. For each episode in this repre-
sentation one tracks over how many scales the same monotonic
episode spans without branching into more than one episode. At
the point where the considered episode branches into more than
one branch, one counts the number of scales over which each of
those connected episodes spans without branching themselves.

Now, one decides whether the simple episode is kept or whether
it should be replaced with the more complex set of branched
episodes according to Witkin’s stability criterion (Witkin, 1983). This
criterion states that if the number of scales over which the simple
episode spans is smaller than the average number of scales over
which the branched episodes span, then one should replace the
simple representation with the more complex one. In the other
case (larger), one does not replace the given episode. This heuris-
tic was  originally developed in Witkin (1983) and is based on the
observation that the number of scales over which a qualitative fea-
ture spans and does not branch out into more features is indicative
of its relevance. One continues this process of conditional replace-
ment for all episodes until no more episode can be replaced by a
then ends and one has obtained the final monotonic qualitative
representation. To obtain the triangular qualitative representation,
one simply selects the triangular episodes which correspond to the
episodes in the final monotonic episodes.
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.4. Modifications to the original method

In what follows, the proposed modifications to the original QRT
ethod are explained. A modification which permits the identifi-

ation of consecutive inflection points is discussed first. After that,
hree different ways to select triangular episodes for the final tri-
ngular representation are proposed.

.4.1. Modification of step 2: allowing for consecutive inflection
oints

One proposed modification is related to the existence of con-
ecutive inflection points. In the original QRT method, consecutive
nflection points are removed in step 2 (Trending) by retaining one
nflection point only between each pair of extrema that follow each
ther. However, the identification of consecutive inflection points
ay be relevant at least for some fed-batch processes in general and

or systems with buffered states, such as redox or acid–base reac-
ion systems. To make this possible, the removal of inflection points
n the trending step is simply skipped in all proposed alternatives.

.4.2. Modification of step 4: selecting triangular episodes
Three alternatives are proposed for the selection of triangular

pisodes in step 4. The selection of the monotonic episodes remains
he same.

Alternative 1: Top The first manner of selecting the triangular
pisodes works in the same way as in the original method. This
eans that, upon selection of the monotonic episodes for the final

epresentation, the triangular episodes present at the most detailed
avelet scale of those over which the selected monotonic episodes

pan are selected. Step 4 in the procedure thus remains the same
s in the original method. Note that, due to the modification in step

 actual results can differ. In particular, this alternative method is
xpected to deliver the most complex triangular representations of
ll tested methods.

Alternative 2: Bottom In this alternative method, one selects
he triangular episodes at the coarsest scale at which the selected

onotonic episodes exist. In this way, a lower number of trian-
ular episodes is expected to be retained compared to the ‘Top’
lternative since cubic spline wavelet filtering removes qualitative
eatures such as inflection points.

Alternative 3: Witkin The third alternative is based on repeated
pplication of Witkin’s stability criterion. To this end, one regards
he portion of the Triangular WIT  corresponding to a monotonic
pisode in the final monotonic representation. This is done by
electing those triangular episodes which correspond to the con-
idered monotonic episode over all scales the latter spans. Now

itkin’s stability criterion is applied to this portion of the Trian-
ular Wavelet Interval Tree (TWIT) in exactly the same way  it was
one for the whole Monotonic WIT. After doing so for all monotonic
pisodes in the final monotonic representation, one has obtained
he final triangular representation. This ‘Witkin’ alternative is
xpected to deliver triangular representations with complexity in
etween the ‘Top’ and ‘Bottom’ alternatives.

.5. Software

The original method and the proposed alternatives were imple-
ented as a self-consistent toolbox for Matlab and Octave. It has
een tested succesfully in several versions of Matlab (R14, R2009b,
2010b, R2011a) and Octave (v3.4.2). This software is provided as
upplementary material to this article and made public under the
PLv3 license.
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2.6. Performance evaluations

In the following paragraphs, the performance measures evalu-
ated in this study to compare the different methods are explained.
As pointed out by (Dash et al., 2004), several characteristics are
desirable for qualitative analysis of time series, including accuracy
and speed which are considered the most important ones. To eval-
uate accuracy, two  measures are computed while for speed one
suffices.

Fraction of correct qualitative sequences.  The first and simplest
way to assess the quality of the proposed methods is to compute
the fraction of qualitative representations for which the sequence of
primitives is an exact match to the true representation. This fraction
is computed for each of the proposed methods (4) and for each
applied noise level (5), and averaging over all fed-batch simulations
(20) and noise sequence repetitions (100).

Misalignment. Even if the obtained and targeted representation
match qualitatively, it may  be expected that the identified extrema
and inflection points are not found at the same location in time.
To evaluate such temporal mismatch, the misalignment is com-
puted as the sum of absolute distances in time that essential points
(extrema, inflection points) have to be shifted to match the target
representation exactly. This is only computed for the cases where
the sequence of identified primitives matches the target represen-
tation perfectly.

Speed. Next to the measures of accuracy described above, the
computational time needed for each method is also evaluated. This
is done with the tic and toc commands in Matlab. In addition, the
time needed for steps 1 and 2 combined, step 3 and step 4 are com-
puted. For the purpose of these evaluations, all computations were
executed with Matlab R2010B on a desktop computer equipped
with a Pentium 4 3 GHz CPU, 1.49 GB of RAM and MS  Windows
operating system.

3. Results

Results are presented in two  parts. The first part shows results
for one exemplary time series taken from the benchmark simula-
tions. By means of these results, the differences among the applied
methods are demonstrated in detail. In the second part, the per-
formance results are shown and interpreted for the whole set of
benchmark simulations.

3.1. Detailed example

Results are shown for the benchmark simulation with
parameters set as follows: Tpump = 20 min, KI = 10−2 mol  l−1, and
� = 0.01 mol  l−1 (SNR = 302). The most important benefit of these
results is the visual interpretation to the method, thereby render-
ing the method less abstract. In addition, the particular example
allows to demonstrate the original and alternative methods and is
informative with respect to a more general analysis further in this
text. The noise-free signal as well as the noisy time series are shown
in Fig. 3.

3.1.1. Using the original method
Fig. 4 shows the results of the first step in QRT, wavelet decom-

position. The left side of the figure shows the original signal at the
top and the approximations below from the first wavelet scale to
the last. The right side shows the corresponding details.

The second step, trending, is demonstrated in Fig. 5 for wavelet
scale 9. At this scale, three consecutive extrema appear in the detail

signal, corresponding to three consecutive inflection points in the
approximation at scale 9. If these consecutive inflections were to
be kept, then the resulting triangular representation would be
DABCBC (Fig. 5b). However, with the original method only one
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Fig. 5. Trending (step 2) at wavelet scale 9: detail signal with identified maxima (�),

ig. 3. Noise-free signal (line) and noisy time series (dots). The noisy time series is
ff-set for visualization.

f the three consecutive inflection points is retained, namely the
ne at 79.2′ in the simulation, thus leading to the triangular rep-
esentation DABC at wavelet scale 9 (Fig. 5c). In what follows, the
cale number will correspond to the wavelet scale at which the
orresponding detail signal was found.

Fig. 6 shows the result of the alignment process as part of the
hird step, construction of the Wavelet Interval Tree. All the obtained
riangular representations are shown with lines indicating the
lignment across scales. One remarkable observation is that the
econd inflection points at scale 8 and 9 are connected with each
ther while being quite afar in time. This is attributed to the fact
hat the removed inflection points at scale 8 and 9 are not the cor-
esponding ones. As will be shown further, the alternative methods
o not exhibit this effect of inflection point removal. Fig. 7 shows
he final result of the alignment procedure. In this figure, all essen-

ial points are now aligned with their corresponding location at
he first, most detailed, wavelet scale. Also, episodes which are not
plit across several scales are grouped and marked with a single
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Fig. 4. Wavelet decomposition (step 1). Left panels show the original ti
minima (�) and zero-crossing (©) (a), qualitative representation prior to inflection
point selection (b) and after inflection point selection (c).

character where space allows. For instance, the B episode at scale
12 branches into a BCDAB sequence at scale 7.

Fig. 8 shows the Monotonic Wavelet Interval Tree (MWIT) which
follows from aggregation of the triangular episodes into monotonic
ones. DA sequences are replaced with a U episode and BC sequences
with a L episode. Note that the latter characters are not shown to
permit better visualization of the branches in the MWIT. A node
is shown for each episode at the highest scale it is present. Lines
indicate the branches in the wavelet tree. For instance, the L episode
(32.1–480′) at scale 12 remains until scale 8 after which it is split
into three episodes (LUL).

The last step is determining which episodes are relevant. One
starts with the UL representation at scale 12 and verifies whether
any of the episodes in this representation should be replaced with
a finer representation. The first episode U is present over scale 12

to 6 (7 scales). At scale 5, this episode branches into two new ones,
which span over 5 and 1 scale respectively. Thus, the average num-
ber of scales over which they span without further split is 3 whereas
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ig. 6. Construction of the Wavelet Interval Tree (WIT, step 3) – alignment of essen-
ial  points. White lines connect essential points that are aligned with each other.
lphabetic characters indicate identified primitives where space allows.

he parent episode spans over 7 scales. Following Witkin’s stability
riterion, one keeps the coarse representation, not the finer one.
ased on similar reasoning, the second episode at scale 12 is not
plit either. The final monotonic representation is thus UL. The
aximum between the two episodes is located at 32.1 min. This

orresponds very well with the true representation which is also
L with a maximum at 31.6 min.

The triangular representation now follows easily. The final
onotonic representation contains a U which spans until scale 6.

y inspecting Fig. 7, one finds the corresponding DA sequence at
cale 6. The identified inflection point (maximum slope) is found

′
t 20.9 . For the second L episode in the monotonic episode one
nds a BC sequence at scale 8 with the inflection point at 463.3′. As
uch, the final triangular representation obtained with the original
ethod is thus DABC with 20.9, 32.1 and 463.3 min  as the locations

ig. 7. Construction of the Wavelet Interval Tree (WIT, step 3) – Triangular Wavelet
nterval Tree (TWIT). Alphabetic characters indicate identified primitives where
pace allows.
Fig. 8. Construction of the Wavelet Interval Tree (WIT, step 3) – Monotonic Wavelet
Interval Tree (MWIT). White lines visualize the interval tree explicitly.

in time of the corresponding essential points. These values are
compared later with the true values and the values obtained with
the alternative methods.

3.1.2. Using the newly proposed methods
Now the results for the newly proposed methods are presented

based on the same example. For all proposed alternative methods,
consecutive inflection points are kept in the trending step (step 2).
This means, for example, that the representation of Fig. 5b is used,
rather than the one in Fig. 5c. Naturally, the triangular representa-
tions and resulting alignments in Fig. 9 are different than the ones
obtained earlier (Fig. 6). In particular, one can see that the second

inflection point at scale 9 is now connected to a closer inflection
point at scale 8 which was removed with the original method. As
a result, the alignment result appears more regular in this case.
The Triangular Wavelet Interval Tree (TWIT), common to all three

Fig. 9. Construction of the Wavelet Interval Tree (WIT, step 3) – alignment of essen-
tial  points for the alternative methods. Alphabetic characters indicate identified
primitives where space allows.
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Fig. 10. Construction of the Wavelet Interval Tree (WIT, step 3) – Triangular Wavelet
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nterval Tree (TWIT) for the alternative methods. White lines visualize the inter-
al tree explicitly for the monotonic episodes included in the final representation.
lphabetic characters indicate identified primitives where space allows.

roposed alternative methods, is shown in Fig. 10.  Note that the
onotonic Wavelet Interval Tree remains the same in this case

Fig. 8). As a result, the final monotonic representation is exactly
he same as with the original method.

To obtain the final triangular representation with the first alter-
ative (top), one selects the triangular episodes in the same way
s the original method, namely at the most detailed scale the
onotonic episodes are present. This is at scale 6 for the first

pisode, at scale 8 for the second episode. Following inspection
f Fig. 10,  the resulting triangular representation that results is
hus DABCBCBCBCBCBCBCBCBCBCBCB.  The short hand notation
A(BC)11B is proposed for such long representations. Quite clearly,

his result is too complex when compared to the true represen-
ation DABCBC. This is likely the main reason why consecutive
nflection points are removed in the original method.

The second alternative (bottom) consists of selecting the trian-
ular episodes at the most coarse scale that the monotonic episodes
re present. This is at scale 12 for both monotonic episodes. As such,
y means of Fig. 10,  one finds that the resulting triangular repre-
entation is DABC. Clearly, this sequence is too simple compared
o the true sequence. Note however that it is the same as the one
btained with the original method.

The third and last alternative (Witkin) evaluates the stability
riterion over the parts of the triangular wavelet tree that cor-
espond to the already selected monotonic episodes. The three
orresponding parts of the Triangular WIT  can be observed in
ig. 10.  Application of Witkin’s stability criterion for the leftmost
art is very simple as the sequence remains to be DA over all con-
idered scales. For the second part, the situation is different. Here, a

 episode is found at scale 12 which branches into a BCB sequence
t scale 10. The first of these four episodes spans three scales; the
ther two span two scales. This means that the average span of
he branched episodes is 2.33 which is larger than the span of the
oarse, parent episode (span = 2). As such, the application of the sta-
ility criterion leads to acceptance of the proposed split. Based on
he same criterion, none of these episodes is split further. The same

olds for the C episode found at scale 12. This episode spans over

 scales and branches into 10 episodes ((CB)5) at scale 8 spanning
n average of 1 scale. This means that the given episodes are not
plit further. With this, the execution of the ‘Witkin’ alternative
Fig. 11. Final result with all evaluated methods: original time series (top) and trian-
gular representations (bottom). Alphabetic characters indicate identified primitives
where space allows.

method is completed and the DABCBC triangular representation
results, thus giving the true qualitative sequence.

Fig. 11 shows the results obtained with all methods as well as
the true representation. The true locations of the essential points
are at 9.2, 31.5, 47.1, 143 and 263.5 min. It is clear that only the third
alternative (Witkin) delivers the correct sequence of primitives. In
this case, the identified location of the essential points are 14, 32.1,
60.7, 158.3 and 194.83 min. As such, the identified locations are rel-
atively accurate. The results in the next section allow to elaborate
further on this. Another interesting observation is that the original
method and the second alternative (Bottom) deliver the same quali-
tative sequence but not the same locations for the essential points.
More specifically, it appears that the locations for the identified
inflection points are more accurate for the second alternative (Bot-
tom). This is due to the inconsistent alignment resulting from the
removal of inflection points at neighboring wavelet scales which
do not correspond to each other.

3.2. Benchmarking results

In the overview of the benchmarking study, results related to
the quality and speed of computation are shown for the original as
well as all proposed alternative methods. In addition, results related
to the accuracy of the monotonic representations are presented.
Finally, an assessment of computational requirement is presented
as well.

3.2.1. Fraction of correct qualitative sequences
The fraction of correctly identified qualitative sequences is

shown as function of the applied method for inflection point iden-
tification and noise level in the top panel of Fig. 12.  One can see that
with increasing noise, the performance of the method is reduced
irrespective of the chosen method. For instance, for the mono-
tonic representations, the correct fraction reduces from 95% at the
lowest noise level (� = 10−5 mol  l−1, SNR = 3.02108) to 10% for the
highest level (� = 10−1 mol  l−1, SNR = 3.02). Next, one can see that
the performance is reduced further when the obtained triangular
representations are considered, irrespective of the method. This is
expected as a correct triangular representation requires a correct
monotonic representation. The subsequent reduction in perfor-

mance is dramatic for all proposed methods, except for alternative 3
(Witkin) where the overall performance is 80% at the lowest noise
level and drops to 10% at the highest level. As such, this alterna-
tive can be considered best on the basis of the fraction of correctly
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locations well. To this end, the misalignment is computed for
those results for which the qualitative sequence matches the true
sequence exactly. This misalignment is averaged over all repeti-
tions and simulations and shown in Fig. 13.  It is observed easily
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ig. 12. Accuracy of identified qualitative sequences as function of method and n
ualitative sequences (top), fraction of representations with unwanted episodes (m

dentified qualitative sequences. The other methods fare worse
ith alternative 1 (top) being the worst (15% correct identification

t best). The original method and alternative 2 (bottom) deliver
ractically the same result with results ranging between 5% and
0%.

The middle and bottom panel serve to indicate where the major
auses of misidentification lie. The middle panel shows the fraction
f results for which the obtained result includes episodes which
re not present in the true representation. The bottom panel shows
he fraction of results for which the obtained results miss one or

ore episodes present in the true representation. Note that the
ractions do not necessarily sum to 100% over the three panels as it
s possible that a qualitative representation is simultaneously miss-
ng some episodes in the true representation as well as including
pisodes not in the true representation. However, the simultaneous
issing of episodes and inclusion of unwanted episodes does not

ccur frequently so that general trends can still be observed eas-
ly. In the middle panel one can see that for all methods except for
lternative 1 (top) the fraction of representations which include
nwanted episodes increases with increasing noise for all methods.
or the alternative 1 (top) method, the fraction is high irrespective
f the noise level. This is due to the applied heuristic, namely choos-
ng the triangular episodes at the most detailed level included in
he selected monotonic episodes. We  note further that the results
or the original method, alternative 2 (bottom) and alternative

 (Witkin) are very similar. As such, the fraction of representa-
ions with unwanted episodes is not a driver to choose one of the
lternatives over the original method.

In the bottom panel, results are more diverse. First, one can
ee that the fraction of too simple representations is zero for the
onotonic representation. This suggests that the QRT method is

iased towards complex representations. However, the true mono-
onic representation is UL for all cases, which cannot be simplified

uch further. A zero fraction is also obtained for alternative 1 (top).

iven that (1) this method choses the most complex one available
onditional to the monotonic representation and (2) the mono-
onic representation is never too simple, this should be expected.
nce more, the original method and alternative 2 (bottom) deliver
level (increasing noise level from left to right in each group). Fraction of correct
 and fraction of representations with missing episodes (bottom).

similar results. The fraction of results with missing features drops
from 55% to 35% (original) and 15% (alternative 2). Finally, alter-
native 3 (Witkin) leads to the missing of episodes at the first four
noise levels (10-25%) and none at the highest noise level.

3.2.2. Misalignment
In the above paragraphs only the sequence of primitives was

considered for comparison. While some general trends are clearly
observed, it serves to evaluate whether the identified locations of
the essential points (extrema, inflection points) match the true
Monotonic Original Top Bottom Witkin

Fig. 13. Misalignment as function of method and noise level (increasing noise level
from left to right in each group). Crosses (×) indicate where misalignment is not
computed.
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ig. 14. Average total computational time for � = 10−3 mol  l−1; each group shows
he time for the four methods (left to right: original and alternatives 1–3).

hat the shift for monotonic representations is relatively small, less
han 1.5 min  irrespective of the noise level. As such, the method
oes well at locating the (single) extremum (maximum) in the time
eries conditional to a correctly identified qualitative sequence. In
ontrast, the results for triangular representations with the original
ethod are much worse. Indeed, the time shift required to match

he true locations is larger for this method than for any of the alter-
ative methods with values ranging from 0.9 s (� = 10−1 mol l−1) to
0.3 s (� = 10−3 mol  l−1). Moreover, no clear trend with respect to
oise level is seen which contrasts with the other results. Indeed, for
he alternative methods, an increase in misalignment is seen with
ncreasing noise levels. This is intuitively expected as increased
oise can mask the true location of an extremum or inflection point.
lternative method 1 delivers a lower misalignment than the other
ethods. However, it is by far the worst method based on the

reviously discussed fraction of correct qualitative sequences. The
isalignment values for alternative method 2 (bottom) are lower

han for alternative 3 (Witkin). Of course, it should be noted in this
ase that the Witkin method delivered better results on the basis
f fraction of correct qualitative sequences.

Among these observations, the high misalignment values
btained for the original method are the most surprising. Detailed
nspection of the results indicated that this is largely attributed
o the removal of inflection points in step 2 (trending) of the QRT

ethod which makes consistent alignment of inflection points in
tep 3 (Wavelet Interval Tree) impossible for a large fraction of
he simulated time series. This effect was already demonstrated
y means of the detailed results for one time series discussed ear-

ier. Both alternative methods 2 and 3 deliver acceptable results for
he location of inflection points. This suggests that even when the
ssumption that only one single inflection point can exist between
xtrema, the original method is not the best to find its location.

.2.3. Computational time
In addition to the quality of the produced results, computa-

ional time is a crucial element in method evaluation given that
ost applications relate to on-line monitoring and diagnosis. Fig. 14

hows the total computational time for the four methods at the
iddle noise level (� = 10−3 mol  l−1). It is clear that the total com-
utational time does not change much with respect to the chosen
ethod. It is a little lower for the original method (11.23) than for

he other methods (alternative 1 and 2: 11.83; alternative 3: 11.84).
he obtained values suggest that on-line application is feasible for
Fig. 15. Average step-wise computational time for the alternative method 3
(Witkin); each group shows the time for different noise levels increasing from left
to  right (� = 10−5 mol  l−1 to � = 10−1 mol l−1 with factors of 10 apart).

many processes with relevant dynamics in time scales of minutes
and higher for the given sampling rate. One should expect a higher
computational demand with higher sampling rates. However, this
is not investigated further in this work. The time needed for alterna-
tive 3 is just slightly higher than alternative 1 and 2 because of the
repeated application of Witkin’s heuristic which is not part of alter-
native 1 and 2. Step 3 (wavelet tree construction) clearly is the most
demanding step. This is due to the need for dynamic programming
to solve the sequence alignment problem. This alignment is faster
for the original method because a lesser number of features have
to be aligned following removal of consecutive inflection points. It
is this difference which makes the total computational time a little
lower for the original method. The time needed for step 2 in the
original method is slightly higher because of the time needed for
removal of consecutive inflection points. However, this difference
is not large enough to offset the reduced demand for step 3.

Fig. 15 shows the average computational time for complete anal-
ysis as well as for each constituting step for alternative method 3
(Witkin). The total computational time increases from 3.72 s at the
lowest noise level to 15.8 s at the highest. It is easily seen, that this
effect is largely due to a similar trend in the computational time
for step 3 (Wavelet Interval Tree). This, in turn, can be explained by
the fact that with increasing noise levels more features are present
in the qualitative representations at several scales which makes
the dynamic program for alignment (step 3) larger in size and the
resulting Wavelet Interval Tree more complex. As such, this result
is not very surprising.

4. Discussion

4.1. General aspects and limitations of the methodology

With this work, the original QRT method as well as three
alternatives based on the original method were evaluated on two
benchmark data sets. The first study is based on a simulation of time
series which match the desired qualitative representation exactly
and was presented in this article. The second study is based on
a realistic benchmark fermentation model developed specifically

for research in advanced monitoring and diagnosis. This study is
reported in Supplementary Materials.  For this study, both the accu-
racy of the QRT methods as well as the accuracy of QRT-based fault
diagnosis were investigated.
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In short, the QRT method consists of a procedure to process data
owards a qualitative representation. All currently available meth-
ds share this characteristic, i.e. they are defined as a procedure.
ne disadvantage is that such procedures are not related to for-
al  definitions of optimality. In contrast, generative approaches

ave been shown to lead to formal definitions for optimality in the
ontext of latent variable modeling (Tipping & Bishop, 1999). A gen-
rative approach to qualitative analysis does not exist today and is
herefore considered for further research.

The original publication reporting on QRT (Bakshi &
tephanopoulos, 1994) left some practical aspects of the methods
pen to the reader. In particular, the original work does not
xplicitly indicate how one should align essential points from
cale to scale to construct the Wavelet Interval Tree. A dynamic
rogramming algorithm was settled for to execute this task.

For noisy data, the QRT method cannot identify E, F and G primi-
ives, which have zero second order derivatives. For this reason, the
enchmarking study was focused on the identification of episodes
ith non-zero first and second derivatives. As such, the results are
articularly relevant to settings where one is not interested in the

dentification of time windows with zero value for the first and
econd order derivative. Other methods are able to do so (Dash
t al., 2004). Alternatively, one may  be able to combine the QRT
ethod as is with another one particularly oriented at the identifi-

ation of such episodes. This was done as an ad hoc solution in Villez
t al. (2009) by combination with the method of Cao and Rhinehart
1995).  The method by Flehmig et al. (1998),  which allows iden-
ifying time episodes with a zero value for a (single) particular
erivative, can also be used for this purpose. In addition, the wavelet
ramework lends itself to shrinkage which can be used to force
he detail signals towards zero (Donoho & Johnstone, 1994). For
n objective comparison with available methods, a more general
enchmark study should naturally include episodes with zero first
nd second order derivatives in the true representations (e.g. E, F,
).

It is also noted that the original method is not particularly
esigned with on-line applications in mind. Indeed, except for
he first two steps (wavelet filtering and trending), it is necessary
o reprocess all provided information in steps 3 and 4 (Wavelet
nterval Tree and heuristic selection) as new information becomes
vailable. While the computational requirements permit such an
pproach for processes with relevant dynamics in the minute scale
nd higher, other methods may  still do better. As a last remark, it is
oncluded that the existence of a generally valid, optimal method
or qualitative analysis has not been provided as of yet.

.2. Method performance and selection

Based on the presented results, it is clear that the QRT method
orks well in terms of first order trends (monotonic representa-

ion) at very low noise levels. However, the performance drops
ramatically with increasing noise level. While this is expected, it

s clear from the results that the method tends to be biased towards
ore complex representations. This stands in contrast to statisti-

al methods for model selection where simplicity is preferred over
omplexity when in doubt or left without sufficient evidence, a con-
ept known as Occam’s razor. This is an unfortunate result as this
eans that the QRT method is not very robust to noise. This holds

or both Monotonic and Triangular representations and for both
enchmark studies. These observations are also true with respect
o Fault Detection and Identification as demonstrated by the second
enchmark study in supplementary materials.
Potential improvements of the method may  result from tuning
ertain aspects of the method. For instance, one may  consider to
nalyze the qualitative representations at certain wavelet scales
nly, by ignoring some of the more detailed scales or coarsest
l Engineering 48 (2013) 187– 199 197

scales. Furthermore, one may  replace Witkin’s stability criterion
with another heuristic better suited to a particular application.
Naturally, such tuning may  render the method less attractive.

With respect to the triangular representation, the third alterna-
tive method (Witkin) is shown to be the best in terms of finding
the proper qualitative sequence and in terms of fault identification
accuracy. In addition, this method permitted the best identification
of the qualitative representation as well since the misalignment
remained fairly low at low noise levels. It is not surprising that one
of the alternative methods comes out as the best since the original
method cannot identify consecutive inflection points by design. The
question then remains whether one should still choose the origi-
nal method if the identification of a single inflection point between
extrema is sufficient. The answer is clearly no since this is shown
to lead to severe misalignment of the identified inflection point.
This result is due to the fact that the removal of inflection points in
series of consecutive inflection points does not guarantee that the
removed inflection points at different wavelet scales correspond
to each other. As a better alternative to such ends, one can apply
the first alternative method (top) with an additional heuristic as
follows. If the representation obtained via this method contains
consecutive inflection points, select the inflection point with max-
imum slope (value for detail signal) at the highest scale at which
the corresponding monotonic episode exists. As a final remark, it is
noted that the differences in computational requirements are min-
imal, thus not being a driving factor in the choice for this method.

4.3. Future work

With this work, two benchmarking studies were executed to
compare the original QRT method for qualitative time series analy-
sis with some proposed alternative methods based on the original
method. The obtained benchmarking results allows to select a best
method for qualitative analysis when (1) zero values for the second
order derivative are of no concern and (2) consecutive inflection
points may  exist. Nevertheless, the benchmark simulations were
purposely adjusted to the known limitations of the QRT method. To
this day, comparison with other methods for qualitative analysis is
limited to a preliminary exercise reported in Villez (2007).

It is the opinion of the authors that objective benchmarking is
crucial to advancement in the particular area of qualitative analysis.
To make this possible, two important remarks can be made already.
First, not all qualitative methods have been set up for the exact same
purpose (e.g. steady-state identification only vs. full qualitative
representation, univariate vs. multivariate time series) and execu-
tion (e.g. on-/off-line). Naturally, this should be reflected in such
a benchmarking study. Second, the benchmarking study should
compare results to the true qualitative representations while being
realistic for real-world applications, which is challenging. A possi-
ble pathway is to provide reference representation based on expert
opinion. This can be motivated easily since initial efforts in quali-
tative analysis were proposed on the basis of the idea that human
experts rely on a qualitative interpretation of data rather than a
quantitative one. It is only natural then to compare the qualitative
representations of computer-based methods with (human) expert-
based analysis.

5. Conclusions

In this paper, an existing method for Qualitative Representa-
tion of Trends is modified to allow identification of consecutive

inflection points and better location in time. Such identification is
relevant for certain processes yet could not be achieved with the
original method. Three different methods are obtained by means
of changes at two  points in the QRT procedure. By means of both a
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etailed example and two benchmarking studies, it is shown that
he alternative method which includes a repeated application of

itkin’s stability criterion allows proper identification of consec-
tive inflection points provided the signal-to-noise ratio is low.
urthermore, it is the best for the intended context of application
nd only requires a small increase in computational burden.

The benchmarking studies as executed as part of this study
re the first of their kind. The observed results indicate that the
elected QRT method is not as good as one may  expect on previous,
ore practically oriented studies, including studies written by the

uthors of this paper. This shows that benchmarking is essential
o determine whether the qualitative analysis problem is inher-
ntly difficult or whether better tools are available to this end. Such
xtensive benchmarking is considered for future research.
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ppendix A. Fed-batch process model

The bioconversion model consists of two reactions written as
ollows:

A + C → B

B + C → D
(A.1)

The complete model simulates the flow rate (q), reactor volume
v) and four chemical species concentration (xA, xB, xC, xD) based on
he following set of six Ordinary Differential Equations (ODEs):

Q̇ = 1
�

· (QSP − Q )

V̇ = Q

ẋA = v̇
v

· xA − r1

ẋB = v̇
v

· xB + r1 − r2

ẋC = v̇
v

· xC − r1 − r2 + v̇
v

· xC,in

ẋD = v̇
v

· xD − r2

(A.2)

In this model, the actual flow rate is simulated to be the first-
rder response to changes in the inflow rate setpoint (qSP), in turn
valuated as:

SP =
{
Qmax, t ≤ Tpump

0 otherwise
(A.3)

he conversion rates (r1, r2) in the ODE model are computed as
ollows:

r1 = q · xA
KA + xA

· xC
KC + xC

r2 = k · KI
KI + xA

· xC
KC + xC

· xB

(A.4)
Noisy time series are generated by adding white noise to the
ampled concentration of species C:

(k) = xC (k) + e(k), e(k)∼N(0, �) (A.5)
l Engineering 48 (2013) 187– 199

Appendix B. Model parameters and variables

Parameter Description Value Unit

� Measurement standard deviation 10−5–10−1 mol l−1

KA Affinity constant 1 mol l−1

KC Affinity constant 1 mol l−1

KI Inhibition constant 10−5–10−1 mol l−1

Tpump Duration of feeding phase 10–25 min
k Specific reaction rate 0.1 min−1

q Maximum conversion rate 0.1 mol l min−1

Variable Description Initial value Unit

Qmax Maximal flow rate 5 l min−1

V Reactor volume 100 l
xA Reactor concentration 1 mol  l−1

xB Reactor concentration 0 mol  l−1

xC Reactor concentration 0 mol  l−1

xD Reactor concentration 0 mol  l−1

xC,in Influent concentration 2 mol  l−1

Appendix C. Supplementary Data

A supplementary benchmark study and Matlab/Octave code
associated with this article can be found, in the online version, at
http://dx.doi.org/10.1016/j.compchemeng.2012.08.010.
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