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Abstract—In the framework of the European Union (EU) New and Existing Chemicals Policy, a regional risk assessment for Zn
according to the current technical guidance documents and a probabilistic approach, by mathematically integrating both best-fitting
exposure concentrations and species-sensitivity distributions into a probabilistic risk quotient distribution using Monte Carlo analysis,
was explored for The Netherlands. Zinc is an essential element, and the current probability distributions may not adequately deal
with this property. The threshold Pareto distribution provided the best fit to the chronic Zn toxicity data, resulting in a predicted-
no-effect concentration (PNECadd) for dissolved Zn of 34.2 mg/L, whereas use of the conventional normal distribution resulted in
a PNECadd for dissolved Zn of 14.6 mg/L. The extracted exposure data resulted in a regional predicted environmental concentration
(PEC) for dissolved Zn in the Dutch surface waters of 20.1 mg/L and in PECadd values for dissolved Zn of between 15.5 and 17.3
mg/L, depending on the background correction used. The conventional deterministic risk characterization identified a regional risk
for Zn in the Dutch surface waters. The more comprehensive probabilistic approach used in the present study, however, identified
only very limited potential risks for the Dutch region. A probabilistic median risk, that the environmental concentration is greater
than the no-observed-effect concentration of a species in Dutch surface waters (0.5–0.6%), depending on the inclusion of background
correction, was obtained from the best-fitting distributions. Because probabilistic approaches provide a quantifiable and improved
assessment of risk and quantification of the uncertainty associated with that assessment, these techniques may be considered as a
way to improve the EU risk assessment procedures for data-rich substances.

Keywords—Zinc Probabilistic risk assessment Species-sensitivity distribution

INTRODUCTION

In the framework of the European Union (EU) New and
Existing Chemicals Policy, an overall generic risk assessment
for Zn is currently being prepared. Traditionally, risk assess-
ments in this framework are performed at different geographical
scales (i.e., local, regional, and continental) according to the
methodologies laid down in the technical guidance document
(TGD) ([1]; http://ecb.jrc.it/php-bin/reframer.php?). The poten-
tial environmental risks typically are estimated in a deterministic
way using point estimates for both exposure and effect input
parameters. In reality, the outcome of such risk assessments is
subject to both unquantified uncertainty and variability. An im-
proved approach might be to replace point estimates by realistic
probability distributions representing the quantified uncertainty
and/or variability in the exposure and effect input parameters.
Variability represents the inherent heterogeneity or diversity in
a well-characterized population. A fundamental property of na-
ture, variability usually is not reducible through further mea-
surement or study [2]. Temporal and spatial variations of chem-
ical concentrations can be captured in a variability distribution
called an exposure-concentration distribution (ECD). The dif-
ferent sensitivities of various species to a chemical can be de-
scribed in a variability distribution called a species-sensitivity
distribution (SSD). Usually, such distributions use continuous,
bell-shaped functions, such as the normal [3] or the logistic [4]
distribution. Although the possibility of introducing distribution

* To whom correspondence may be addressed
(patrick.vansprang@euras.be).

functions with a finite threshold has recently been investigated
by Brix et al. [5] and van Straalen [6], to our knowledge they
have not been implemented in any regulatory exercises. The
application of such threshold models seems to be more appro-
priate when considering essential elements, such as Zn. Indeed,
for these elements, a certain concentration range is required for
normal metabolic functioning of the organism. Below a certain
concentration, the organisms become deficient, and the principle
of toxicological sensitivity loses its meaning [6–8]. Such a de-
ficiency threshold for Zn has been established for Daphnia mag-
na by Muyssen and Janssen [8,9]. In this context, special at-
tention was given to the introduction of fitting parametric thresh-
old distributions to the chronic Zn toxicity data.

Uncertainty represents partial ignorance or lack of perfect
information about poorly characterized phenomena or models
(e.g., sampling or measurement error) and can be partly re-
duced through further research [10]. Expressing the results of
an exposure or effect characterization as a probability distri-
bution rather than as a single point estimate allows one to use
all relevant exposure monitoring data or single-species toxicity
data. This approach has the additional advantage that quan-
titative expressions of risks to communities of organisms can
be established, thereby providing information regarding the
magnitude of risks to an ecological community [5]. The use
of probabilistic approaches for characterizing effects and ex-
posure has been suggested by numerous authors as a way to
account for the range of species sensitivities and exposure
scenarios frequently encountered in the risk assessment of
data-rich substances [11–16].



2994 Environ. Toxicol. Chem. 23, 2004 P.A. Van Sprang et al.

T
ab

le
1.

C
hr

on
ic

to
xi

ci
ty

da
ta

se
ta

S
pe

ci
es

gr
ou

ps
S

pe
ci

es
na

m
e

L
if

e
st

ag
e

T
es

t
sy

st
em

T
es

t
du

ra
ti

on
(d

)
T

es
t

w
at

er
pH

H
ar

dn
es

s
(m

g/
L

as
C

aC
O

3)
E

nd
po

in
t

N
O

E
C

ad
d

(m
g/

L
)

S
pe

ci
es

m
ea

n
N

O
E

C
ad

d

(m
g/

L
)

R
ef

er
en

ce

A
lg

ae
C

hr
oo

co
cc

us
pa

ri
s

N
R

S
ta

ti
c

10
A

rt
ifi

ci
al

7.
8

54
G

ro
w

th
20

0
20

0
L

es
an

d
W

al
ke

r
[2

6]
R

ap
hi

do
ce

li
s

su
bc

ap
i-

ta
ta

N
R

S
ta

ti
c

3
A

rt
ifi

ci
al

7.
4

24
G

ro
w

th
50

35
V

an
W

oe
ns

el
[2

7]

R
ap

hi
do

ce
li

s
su

bc
ap

i-
ta

ta
N

R
S

ta
ti

c
3

A
rt

ifi
ci

al
7.

5
24

G
ro

w
th

24
V

an
G

in
ne

ke
n

[2
8]

Sy
ne

ch
oc

cu
s

sp
.

N
R

S
ta

ti
c

14
A

rt
ifi

ci
al

7.
8

54
G

ro
w

th
39

0
39

0
M

oh
an

ty
[2

9]
C

la
do

ph
or

a
gl

om
er

at
a

N
R

S
ta

ti
c

3
A

rt
ifi

ci
al

8.
4

.
35

G
ro

w
th

60
60

W
hi

tt
on

[3
0]

P
or

if
er

an
s

E
ph

yd
at

ia
flu

vi
at

il
is

C
el

ls
S

ta
ti

c
7

A
rt

ifi
ci

al
8.

0
25

0
D

ev
el

op
m

en
t

43
43

V
an

de
V

yv
er

[3
1]

E
ph

yd
at

ia
m

ue
ll

er
i

C
el

ls
S

ta
ti

c
7

A
rt

ifi
ci

al
8.

0
25

0
D

ev
el

op
m

en
t

43
43

V
an

de
V

yv
er

[3
1]

Sp
on

gi
ll

a
la

cu
st

ri
s

C
el

ls
S

ta
ti

c
7

A
rt

ifi
ci

al
8.

0
25

0
D

ev
el

op
m

en
t

65
65

V
an

de
V

yv
er

[3
1]

E
un

ap
si

s
fr

ag
il

is
C

el
ls

S
ta

ti
c

7
A

rt
ifi

ci
al

8.
0

25
0

D
ev

el
op

m
en

t
43

43
V

an
de

V
yv

er
[3

1]
M

ol
lu

sc
s

D
re

is
se

ni
a

po
ly

m
or

-
ph

a
Ju

ve
ni

le
s

R
en

ew
al

70
L

ak
e

7.
9

27
0

S
ur

vi
va

l
40

0
40

0
K

ra
ak

et
al

.
[3

2]

P
ot

am
op

yr
gu

s
je

nk
in

si
Ju

ve
ni

le
s

R
en

ew
al

11
2

L
ak

e
8.

0
16

0
G

ro
w

th
75

75
D

or
ge

lo
et

al
.

[3
3]

C
ru

st
ac

ea
ns

C
er

io
da

ph
ni

a
du

bi
a

N
eo

na
te

s
R

en
ew

al
7 7 7 7 7 7 7 7 7

R
iv

er
R

iv
er

R
iv

er
R

iv
er

R
iv

er
R

iv
er

R
iv

er
R

iv
er

R
iv

er

6.
0

8.
0

9.
0

6.
0

8.
0

9.
0

6.
0

8.
0

9.
0

81 81 81 11
8

11
8

11
8

16
8

16
8

16
8

R
ep

ro
du

ct
io

n
25 25 25 25 50 25 17 50 33

33
B

el
an

ge
r

an
d

C
he

rr
y

[3
4]

C
er

io
da

ph
ni

a
du

bi
a

N
eo

na
te

s
R

en
ew

al
4 4 7 7

R
iv

er
R

iv
er

R
iv

er
R

iv
er

8.
0

8.
0

8.
0

8.
0

16
9

16
9

16
9

16
9

R
ep

ro
du

ct
io

n
50 14 50 10

0

M
as

te
rs

et
al

.
[3

5]

D
ap

hn
ia

m
ag

na
N

eo
na

te
s

R
en

ew
al

21 21 21

W
el

l
W

el
l

W
el

l

7.
5

7.
7

8.
4

52 10
4

21
1

R
ep

ro
du

ct
io

n
97 43 42

78
C

ha
pm

an
et

al
.

[3
6]

D
ap

hn
ia

m
ag

na
N

eo
na

te
s

R
en

ew
al

49 49 49

P
on

d
P

on
d

P
on

d

8.
3

8.
3

8.
3

50 10
0

20
0

R
ep

ro
du

ct
io

n
25 75 15

0

P
au

la
us

ki
s

an
d

W
in

ne
r

[3
7]

D
ap

hn
ia

m
ag

na
N

eo
na

te
s

R
en

ew
al

21
L

ak
e

7.
7

45
R

ep
ro

du
ct

io
n

35
B

ie
si

ng
er

an
d

C
hr

is
te

n-
se

n
[3

8]
D

ap
hn

ia
m

ag
na

N
eo

na
te

s
R

en
ew

al
21

L
ak

e
7.

7
45

R
ep

ro
du

ct
io

n
74

B
ie

si
ng

er
et

al
.

[3
9]

D
ap

hn
ia

m
ag

na
N

eo
na

te
s

C
oh

or
t

of
va

r-
io

us
ag

es

R
en

ew
al

21 17
L

ak
e

L
ak

e
8.

1
8.

1
22

5
22

5
R

ep
ro

du
ct

io
n

31
0

46
0

E
ns

er
in

k
et

al
.

[4
0]

D
ap

hn
ia

m
ag

na
N

eo
na

te
s

R
en

ew
al

21 21 21

L
ak

e
L

ak
e

L
ak

e

7.
7

7.
7

7.
7

65 65 65

R
ep

ro
du

ct
io

n
10

0
10

0 25

M
ün

zi
ng

er
an

d
M

on
i-

ce
ll

i
[4

1]

H
ya

le
ll

a
az

te
ca

L
ar

va
e

R
en

ew
al

70
T

ap
8.

3
13

0
R

ep
ro

du
ct

io
n

42
42

B
or

gm
an

n
et

al
.

[4
2]

In
se

ct
s

E
ph

or
on

vi
rg

o
L

ar
va

e
S

ta
ti

c
10 10

R
iv

er
A

rt
ifi

ci
al

7.
8

8.
0

20
0

25
0

S
ur

vi
va

l
71

8
1,

72
4

1,
10

0
V

an
de

r
G

ee
st

[4
3]

C
hi

ro
no

m
us

te
nt

an
s

L
ar

va
e

S
ta

ti
c

56
L

ak
e

7.
7

45
S

ur
vi

va
l

13
7

13
7

S
ib

le
y

et
al

.
[4

4]



Probabilistic risk assessment of zinc Environ. Toxicol. Chem. 23, 2004 2995

T
ab

le
1.

(C
on

ti
nu

ed
)a

S
pe

ci
es

gr
ou

ps
S

pe
ci

es
na

m
e

L
if

e
st

ag
e

T
es

t
sy

st
em

T
es

t
du

ra
ti

on
(d

)
T

es
t

w
at

er
pH

H
ar

dn
es

s
(m

g/
L

as
C

aC
O

3)
E

nd
po

in
t

N
O

E
C

ad
d

(m
g/

L
)

S
pe

ci
es

m
ea

n
N

O
E

C
ad

d

(m
g/

L
)

R
ef

er
en

ce

F
is

h
B

ra
ch

yd
an

io
re

ri
o

E
gg

s
R

en
ew

al
14 14 14 14 14 14 14 14 14

A
rt

ifi
ci

al
A

rt
ifi

ci
al

A
rt

ifi
ci

al
A

rt
ifi

ci
al

A
rt

ifi
ci

al
A

rt
ifi

ci
al

A
rt

ifi
ci

al
A

rt
ifi

ci
al

A
rt

ifi
ci

al

7.
5

7.
5

7.
5

7.
5

7.
5

7.
5

7.
5

7.
5

7.
5

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

10
0

H
at

ch
in

g
2,

90
0

18
0

72
0

18
0

18
0

18
0

2,
90

0
2,

90
0

1,
40

0

66
0

D
av

e
et

al
.

[4
5]

Jo
rd

an
el

la
flo

ri
da

e
L

ar
va

e
F

lo
w

th
ro

ug
h

98 98
L

ak
e

L
ak

e
7.

5
7.

5
44 44

G
ro

w
th

26 75
44

S
pe

ha
r

[4
6]

P
ho

xi
nu

s
ph

ox
in

us
Y

ea
rl

in
gs

F
lo

w
th

ro
ug

h
15

0
T

ap
7.

5
70

S
ur

vi
va

l,
gr

ow
th

50
50

B
en

gt
ss

on
[4

7]
P

im
ep

ha
le

s
pr

om
el

as
E

gg
s

F
lo

w
th

ro
ug

h
24

0
L

ak
e

7.
5

46
R

ep
ro

du
ct

io
n

78
78

B
en

oi
t

an
d

H
ol

co
m

be
[4

8]
Sa

lm
o

ga
ir

dn
er

i
E

ye
d

eg
gs

F
lo

w
th

ro
ug

h
73

0 25
T

ap
T

ap
6.

8
6.

8
26 26

S
ur

vi
va

l
13

0 25
11

3
S

in
le

y
et

al
.

[4
9]

Sa
lm

o
ga

ir
dn

er
i

E
gg

s
F

lo
w

th
ro

ug
h

72
W

el
l

7.
0

27
S

ur
vi

va
l

44
0

C
ai

m
s

an
d

G
ar

to
n

[5
0]

Sa
lv

el
in

us
fo

nt
an

il
is

Y
ea

rl
in

gs
F

lo
w

th
ro

ug
h

1,
09

5
L

ak
e

7.
4

45
H

at
ch

in
g

53
0

53
0

H
ol

co
m

be
et

al
.

[5
1]

a
In

di
vi

du
al

an
d

sp
ec

ie
s

m
ea

n
no

-o
bs

er
ve

d-
ef

fe
ct

co
nc

en
tr

at
io

n
(N

O
E

C
m

ol
d)

va
lu

es
(m

os
t

se
ns

it
iv

e
en

dp
oi

nt
)

w
er

e
us

ed
fo

r
de

ri
vi

ng
sp

ec
ie

s-
se

ns
it

iv
it

y
di

st
ri

bu
ti

on
an

d
ha

za
rd

ou
s

co
nc

en
tr

at
io

n
at

w
hi

ch
5%

of
al

l
sp

ec
ie

s
ar

e
as

su
m

ed
to

be
af

fe
ct

ed
.

N
R

5
no

t
re

le
va

nt
.

The main objective of the present study is to explore the
variability and uncertainty associated with Zn regional expo-
sure and effects and to conduct a refined, probabilistic EU risk
assessment for Zn in the Dutch surface waters and, as such,
contribute to the Zn risk assessment exercise presently being
conducted in the EU. An extensive comparison between sev-
eral possible distribution models is made, including an explo-
ration of applying models with a finite lower threshold in the
effects assessment. Finally, a full probabilistic risk assessment
is performed, which is aimed at capturing both the Zn toxicity
and monitoring data in a probabilistic way, thus providing a
quantified and improved risk assessment.

MATERIALS AND METHODS

Effects assessment

Data collection and aggregation. Long-term ecotoxicity
data regarding Zn for aquatic organisms belonging to different
trophic levels were taken from the literature. The aquatic tox-
icity data that might be useful for the effects assessment were
evaluated on the basis of both reliability and relevance criteria.
Reliability criteria cover the inherent quality of a test relating
to the test methodology and the way that the performance and
results of a test are described (e.g., a proper description of the
test methodology and the observation of a clear concentration–
effect relationship); relevance criteria cover the extent to which
a test is appropriate for a particular risk assessment. In relation
to the latter, only toxicological endpoints, which may reflect
effects at the population level, were taken into account (i.e.,
survival, growth, reproduction, hatching, and development).
In addition, the test media used in the toxicity tests should be
representative of the environmental compartment being stud-
ied. In that respect, the following values for pH, hardness, and
background Zn concentrations were used for data selection,
primarily departing from the current Organisation for Eco-
nomic Cooperation and Development (Paris, France) guide-
lines: pH between 6 and 9, hardness between 24 and 250 mg/
L as CaCO3, and the background Zn concentration in the test
media having a minimum value for soluble Zn of 1 mg/L.

The selected dataset is similar to the one used in the ongoing
Zn risk assessment exercise conducted under the Commission
Directive 93/67/European Economic Community and Com-
mission Regulation 1488/94. According to the TGD [1], pref-
erence is given to the extraction of real no-observed-effect
concentration (NOEC) values. However, the concentration that
is estimated to be lethal or to cause an effect in 10% of the
test organisms (L(E)C10) values could also be used if no
NOEC values are available. If multiple chronic NOEC and/or
L(E)C10 values for the same species and endpoint were avail-
able, geometric means were used as the input for the SSD.
Such aggregation avoids overrepresentation of specific species
within the SSD, and this approach is in agreement with that
proposed in the TGD [1]. If for one species several mean
chronic values were available, the lowest was selected. The
selected data with additional background information are sum-
marized in Table 1. In the present analysis, the results of the
aquatic toxicity studies are reported as added Zn concentra-
tions, which are the nominal or measured concentrations cor-
rected for background Zn concentrations in the ecotoxicity
tests. Note that the same NOEC is observed for three species
of the poriferans tested in a single laboratory where the same
test concentrations were used. The TGD suggests that this may
cause a lack of fit in the determination of the SSD [1]. From
the calculated species mean NOEC and/or L(E)C10 values,



2996 Environ. Toxicol. Chem. 23, 2004 P.A. Van Sprang et al.

Fig. 1. Nonthreshold parametric distribution models fitted to the chronic no-observed-effect concentration.

different SSDs were generated, and the associated 95% pro-
tection level or a hazardous concentration at which 5% of all
species (HC5) are assumed to be affected was estimated.

Determination of SSD, HC5, and uncertainty. Several para-
metric and nonparametric techniques were used to derive SSDs
and their percentiles. Nonparametric techniques as described
by Cullen and Frey [10] were used for computing the percen-
tiles of a given dataset. These methods are referred to as plot-
ting positions, which are estimates of the cumulative proba-
bility of a data point. The cumulative probability of a data
point Xi is calculated according to the method described by
Hazen [17], using the formula F(Xi) 5 (i 2 0.5)/n. In this
formula, i stands for the rank order of the sorted Zn toxicity
data, and n stands for the total number of data points. After
the observed data were plotted, the percentiles were calculated
by taking the inverse empirical distribution function.

In addition, several parametric distributions (normal, lo-
gistic, beta, extreme value, inverse gaussian, Pearson VI, gam-
ma, Weibull, Pareto, and triangular) were fitted to the log-
transformed toxicity dataset using the Bestfit software package
(Palisade, Newfield, NY, USA). From these fitted SSDs, the
HC5 was derived [18].

To assess the fit of a specific distribution, both goodness-
of-fit tests plots of cumulative distribution functions were used
[19,20]. Preference is given to the Andersen–Darling good-
ness-of-fit test, because it places more emphasis on the tail of
the distribution [19], which is the region of interest in risk
assessments. The calculated goodness-of-fit statistic measures
how good the fit is, and it is used in a relative sense by com-
paring that of a specific distribution to the goodness-of-fit sta-

tistics of other distributions. In addition, critical values are
calculated and used to determine whether a fitted distribution
should be accepted or rejected at the confidence level of 0.05.
A value of the calculated Andersen–Darling statistic above the
95th percentile of the test statistic distribution leads to rejection
of the null hypothesis; in other words, the distribution is not
a good fit [10]. Another means for interpreting the results of
fitting a distribution is by graphically assessing how well a
distribution agrees with the input data.

The added HC5 was calculated as the median estimate (or
50% confidence level). To assess the sampling uncertainty of
the SSD and its derived quantiles, bootstrap simulations [21]
were performed. From the Zn toxicity dataset (of species
means), random sampling with replacement of the freshwater
NOEC data was conducted. In this approach, a nonparametric
or parametric distribution was assumed, and 2,000 replications
of the original dataset were performed by random sampling
with replacement n values (n 5 21 5 size of the Zn toxicity
dataset). For these 2,000 replicates, HC5 values were calcu-
lated, and from these 2,000 HC5 values, the median and 90%
confidence interval for HC5 was calculated. Note that all re-
ported HC5 values in the present study are medians (as re-
quested by the TGD). Finally, the predicted-no-effect concen-
tration (PNEC) is calculated as [1]:

PNEC 5 HC5/AF (1)

where AF represents an assessment factor of between one and
five, depending on the uncertainties related to the derivation
of the HC5. According to the TGD [1], the following points
should be considered when determining the size of the as-
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Fig. 2. Threshold parametric distribution models fitted to the chronic
no-observed-effect concentration data.

Table 2. Goodness-of-statistics with ranking and null hypothesis
testing at 95% confidence

Distribution

Goodness-of-fit
statistic

(Andersen–Darling) Ranking
Critical values
at 0.05 level

Pareto
Beta
Extreme value
Inverse gaussian
Pearson VI

0.67
0.66
0.70
0.94
0.96

2
1
3
4
5

2.49
2.49
0.76
2.49
2.49

Gamma
Weibull
Normal
Triangular
Logistic

1.02
1.13
1.17
3.47
1.34

6
7
8
9

10

2.49
0.76a

0.79a

2.49a

2.49

a Null hypothesis rejected (5% level).

Fig. 3. Predicted-no-effect concentration values with the associated
90% uncertainty confidence limits. *Bounded by zero, **bounded by
the lowest no-observed-effect concentration.

sessment factor: The overall quality of the database and the
endpoints covered, the diversity and representativeness of the
taxonomic groups covered by the database, the mode of action
of the chemical, the statistical uncertainties around the fifth
percentile estimate, and the comparison between field/meso-
cosm studies and the fifth percentile. However, because no
scientifically robust approach currently exists for the quanti-
fication of these uncertainties and, therefore, for the estimation
the size of AF, this value has been set to one.

Exposure assessment

Data collection. The monitoring data for the Dutch surface
waters were provided by the Institute for Inland Water Man-
agement and Waste Water Treatment. This database contained
measured Zn concentrations in both small bodies of water
(smaller streams, lakes, canals, and ditches) and large bodies
of water (e.g., Meuse, Rhine, and Scheldt) in The Netherlands,
and it was considered to be representative for the whole Dutch
region. The database for small bodies of water contained
89,798 different individual measurements from 1990 to 1998,
and the database for large bodies of water contained 23,637
individual data points from 1990 to 2000. Sampling frequency
in the different databases varied, depending on the sampling
year and site, from one sampling every two months up to two
samplings per month. From the 2,183 individual Zn measure-
ments in 1998 that were obtained from the Dutch surface-
water database, total Zn concentrations ranged from 1 to 650
mg/L. No values less than the detection limit were reported in
the database.

Determination of ECD, 90th percentile, and uncertainty.

Similar to the approach used in the effects assessment, the
variability of environmental Zn concentrations was character-
ized using realistic ECDs based on the collected monitoring
data and using parametric and nonparametric techniques. From
these ECDs, a predicted environmental concentration (PEC)
was computed as the 90th percentile of the measured Zn con-
centrations in the sampled surface waters. This approach is in
agreement with the realistic worst-case philosophy as de-
scribed in the TGD [1]. In addition, outliers were identified
and removed from the dataset using the following quantitative
statistical criterion [1]:

log (X ) . log (p ) 1 K(log (p ) 2 log (p ))10 i 10 75 10 75 10 25 (2)

where Xi is the i-th concentration (above which a measured
value may be considered to be an outlier), pi is the value of
the i-th percentile of the statistic (calculated here based on the
mean and standard deviation of the log-transformed data), and
K is the scaling factor (default 5 1.5).

When performing a risk assessment of a metal, it is of
utmost importance that both the exposure and effect assess-
ments are based on similar levels of bioavailability [1]. The
monitoring data reported as total Zn concentrations were trans-
lated to dissolved Zn concentrations using the equilibrium par-
titioning methodology (Kd) with the following formula:

26[Zn] 5 [Zn] /(1 1 K · C · 10 )dissolved total d s (3)

where Kd is for the equilibrium partitioning coefficient
(110,000 L/kg for Dutch rivers according to Stortelder et al.
[22]), Cs is the suspended matter concentration (18.6 mg/L
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Fig. 4. Environmental concentration distribution for dissolved Zn with
and without background correction in the Dutch region.

Table 3. Summary table of calculated deterministic risk quotients and
probabilistic risksa

SSDb ECDb

No backround
(log-normal,

PEC90 5 20.1
mg/L)

12 mg/L
background

(gamma, PEC90

5 15.5 mg/L)

Normal PNEC 5 14.6 mg/L RCR 5 1.4
2.2%

RCR 5 1.1
Not calculated

Pareto PNEC 5 34.2 mg/L RCR 5 0.6
0.5%

RCR 5 0.5
0.6%

a ECD 5 exposure-concentration distribution; PEC 5 predicted en-
vironmental concentration; PNEC 5 predicted-no-effect concentra-
tion; RCR 5 risk characterization ratio; SSD 5 species-sensitivity
distribution.

b All distribution models fit on the log-transformed data.

Fig. 5. Probabilistic risk quotient distribution and its uncertainty for the Dutch region based on log-normal exposure concentration (EC) distribution
(no background concentration used) and normal species-sensitivity (SS) distribution.

calculated as the mean concentration in the Dutch surface wa-
ters), [Zn]dissolved is the dissolved Zn concentration (mg/L), and
[Zn]total is the total Zn concentration (mg/L).

By subtracting the natural background from the measured
ambient concentrations, the PEC anthropogenic (PECadd) was
also estimated. Zuurdeeg et al. [23] considered the geometric
mean value of the ambient background concentrations (12 mg/
L) as the best-guess estimate for the natural background con-
centration of total Zn in Dutch surface waters. According to
those same authors, the lower limit of the natural background
concentration of total Zn in these waters can be set at 3 mg/
L. Hence, in the present study, these two different scenarios
are used (both the lower limit of 3 mg/L and the mean value
of 12 mg/L) for correcting the available monitoring data in the
risk characterization.

Techniques similar to those used in the effects assessment
were applied: The best-fitting distributions were selected using
probability plots and goodness-of-fit tests, and bootstrap sim-
ulations were used to account for uncertainty. Random sam-
pling of the exposure concentrations was conducted with re-
placement (2,000 replications) of the original dataset by ran-
dom sampling with replacement n values (n 5 size of the
original monitoring dataset 5 21).

Risk characterization

The potential risks of Zn in Dutch surface waters were
estimated using the conventional approach based on the quo-
tient of single values representing exposure and effects (i.e.,
PEC/PNEC or risk characterization ratio) and using the prob-
abilistic approach. A risk characterization ratio exceeding one
suggests that Zn is present at levels that may pose a risk to

the ecological receptors. In the probabilistic framework, the
risk characterization results in probabilistic risk quotient dis-
tributions, which are based on the combination of both ex-
posure and effect probability distributions. This approach is
analogous to the joint probability curve method developed by
Solomon et al. [24,25]. The potential risk is defined as the
probability that some randomly selected environmental con-
centration (EC) exceeds some randomly selected species sen-
sitivity (SS) for Zn. The probability of EC exceeding SS is
equal to the probability that the risk quotient EC/SS becomes
larger than one, and it can be regarded as a measure of adverse
effects [16]. To calculate the probabilistic risk and its uncer-
tainty interval two-dimensional (2D) Monte Carlo analysis was
conducted (Splus; Insightful, Seattle, WA, USA). The 2D
Monte Carlo simply consists of two Monte Carlo loops nested
one inside the other [10]. The inner loop deals with the var-
iability (i.e., ECD and SSD), and the outer loop deals with the
uncertainty of the parameters specifying the ECD and SSD
(1,000 3 100 shots, respectively, were simulated). This ap-
proach results in risk distributions surrounded by two confi-
dence limits corresponding to the 5th and 95th percentiles of
the uncertainty distribution.

RESULTS AND DISCUSSION

Effects assessment

Graphical assessment using cumulative distribution func-
tions was used for an initial visual evaluation of the fit of a
specific distribution. The plot indicates that the data deviate
from the conventional normal distribution at the lower tail (Fig.
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Fig. 6. Probabilistic risk quotient distribution and its uncertainty for the Dutch region based on log-normal exposure concentration (EC) distribution
(background concentration of 12 mg/L used) and Pareto species-sensitivity (SS) distribution (both best-fit models).

Fig. 7. Probabilistic risk quotient distribution and its uncertainty for the Dutch region based on gamma exposure concentration (EC) distribution
(background concentration used) and Pareto species-sensitivity (SS) distribution (both best fit models).

1). Similar conclusions can be formulated for the other in-
vestigated parametric nonthreshold models. These models all
tend to overestimate toxicity in the lower tail, which is the
critical region for the PNEC derivation. The results of fitting
different nonthreshold distribution models (logistic, inverse
gaussian, extreme value, Weibull, gamma, Pearson VI, and
normal distributions) to the chronic Zn toxicity data are sum-
marized in Figure 1.

The data were also fitted to parametric distributions with a
finite lower threshold, such as Pareto, beta, and triangular (Fig.
2). These distributions all produced threshold estimates cor-
responding to the lowest NOECadd of 33 mg/L of Zn in the Zn
toxicity database. Except for the triangular distribution, which
tended to underestimate the data in the lower concentration
range, these threshold models produced a better fit than the
nonthreshold models for the chronic Zn NOECadd data, espe-
cially in the region of interest (i.e., the lower tail).

Van Straalen [6] also explored the use of models that allow
estimation of the finite threshold of a SSD. Van Straalen sug-
gested that such models are more appropriate for use in the
risk assessment of essential metals, such as Zn and Cu. His
analysis suggested that among the various models explored,
the threshold triangular model provided the best fit to the
chronic aquatic toxicity data for Zn. Similarly, Brix et al. [5]
recommended the use of alternative models to describe chronic
SSDs for copper. With the exception of those for cladoceran
data, logistic regressions tended to provide extremely poor fits
of the toxicity data around the lower tail of the estimated
chronic SSDs. Hence, those authors selected the threshold Pa-

reto model to describe the chronic SSDs, and they suggested
the existence of a chronic threshold for Cu reflecting the ability
of an organism to regulate its internal concentration.

In addition to the graphical assessment, the performance of
the distribution fitting to the data was assessed using goodness-
of-fit statistics. The smaller the discrepancy between the hy-
pothesized and the observed distributions, the better the fit.
Goodness-of-fit statistics with ranking and null hypothesis test-
ing at 95% confidence are summarized in Table 2. The thresh-
old models Pareto and beta seemed to produce the best fits,
whereas the conventional normal and logistic parametric mod-
els resulted in the poorest fits.

The goodness-of-fit statistic calculated according to the
Andersen–Darling method was, for most distributions, less
than the 5% critical value (i.e., 95% confidence), meaning that
we had no reason to reject these fitted distributions (Table 2).
However, the Weibull, normal, and triangular distributions pro-
duced a goodness-of-fit statistic larger than the critical value
at 95% confidence. Therefore, the null hypothesis was not
accepted, and the fitted distributions were rejected.

From both the cumulative probability plots and the An-
dersen–Darling statistics, the best fit of the Zn toxicity data
was achieved with the Pareto distribution and, therefore, was
selected for the final effects assessment. The estimation of the
uncertainty around the HC5 values (PNECadd values with their
90% confidence interval) is presented in Figure 3. The analysis
of such uncertainty for the conventional normal and logistic
SSDs revealed very similar PNECadd values of, respectively,
14.6 and 14.1 mg/L of dissolved Zn. The PNECadd values es-
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timated with the nonthreshold models ranged between 10.2
and 24.3 mg/L of dissolved Zn and were consistently lower
than those obtained with the better-fitting threshold models.
Application of these latter models resulted in PNECadd esti-
mates ranging between 33.1 and 39.2 mg/L of dissolved Zn.

Exposure assessment

The data treatment of these monitoring data revealed that
the parametric method, assuming a log-normal distribution,
provided a good fit of the monitoring data for the Dutch region.
It also revealed that the PEC value was similar to that obtained
with the nonparametric (Hazen plotting) approach (i.e., 90th
variability percentiles of, respectively, 20.1 and 19.7 mg/L of
dissolved Zn).

Subtracting a regional background concentration for The
Netherlands of 3 or 12 mg/L of total Zn from each individual
monitoring data point resulted in a poor fit of the data based
on the conventional log-normal distribution. The effect of
background correction was pronounced at the lower percentiles
but negligible at the highest percentiles. The best fit for the
background-corrected monitoring data using a parametric
function was achieved using the gamma distribution for the
background scenario of 12 mg/L of total Zn, whereas the Pear-
son VI distribution resulted in the best fit for the background
scenario of 3 mg/L of total Zn (Fig. 4). Subtracting a regional
background concentration of 12 mg/L of total Zn (or 3.9 mg/L
of dissolved Zn) or of 3 mg/L of total Zn (or 1.0 mg/L of
dissolved Zn) to all individual Zn measurements lowered the
PEC value for The Netherlands, resulting in PECadd values of,
respectively, 15.5 and 17.3 mg/L of dissolved Zn (for each
background concentration based on best fit). Removal of out-
liers from the monitoring database did not alter the PECadd

value for The Netherlands (data not shown).
The uncertainty analysis on the environmental concentra-

tion distributions revealed very narrow confidence limits be-
cause of the large sample size of monitoring data, resulting in
a 5% confidence limit that can hardly be distinguished from
the 95% confidence limit.

Risk characterization

According to the conventional deterministic risk charac-
terization approach, a potential regional risk associated with
Zn in the Dutch surface waters was identified. Indeed, the
comparison of the regional PECadd for The Netherlands—that
is, 15.5 mg/L (using a background correction of 12 mg/L of
total Zn) and 17.3 mg/L of dissolved Zn (using a background
correction of 3 mg/L of total Zn)—with the PNECadd of 14.6
mg/L of dissolved Zn (using the conventional normal distri-
bution) resulted in risk characterization ratios of 1.1 and 1.2,
respectively. An overview of all calculated deterministic and
probabilistic risks is provided in Table 3.

The application of the probabilistic risk assessment tech-
niques revealed, conversely, very limited potential regional
risks associated with Zn in the Dutch surface waters. The
uncertainty (because of sampling error) is visualized as a con-
fidence band around the ECD and SSD. When the SSD based
on the conventional normal distribution was combined with
the log-normal ECD, a low estimated regional risk of 2.2% of
the PEC exceeding the NOEC of a species at 50% probability
was calculated (Fig. 5). In other words, a 50% certainty existed
that the potential risk in the Dutch surface waters because of
the presence of Zn was less than or equal to 2.2%. At the 95%

certainty level, the risk is less than or equal to 5.3%. These
figures, however, represent a worst-case risk scenario, because
no background correction was incorporated in the exposure
assessment and the conventional normal SSD, which overes-
timates toxicity, was used in the effects assessment.

A first refinement of the probabilistic risk characterization
was performed by replacing the conventional normal SSD with
the (best-fitting) Pareto SSD. The results of this analysis are
presented in Figure 6. The risk characterization shows a neg-
ligible median estimated risk of 0.5% at 50% certainty or of
0.9% at 95% certainty. The incorporation of a background
correction of 12 mg/L of total Zn in the ECD combined with
the best-fitting Pareto SSD, which can be considered as the
most realistic scenario, had no further effect on the probabi-
listic risk estimates (Fig. 7). Indeed, very similar risk estimates
were extracted from the probabilistic analysis (i.e., a risk of
0.6% at 50% certainty and a risk of 1.0% or less at 95%
certainty). Similar to the exposure assessment, the effect of
background correction was pronounced at lower percentiles
but negligible at the highest percentiles, which is the region
of interest in this specific probabilistic risk quotient distribu-
tion. The small differences in probabilistic risk estimates be-
tween both scenarios (i.e., inclusion of background correction
or not) probably are caused by numerical–analytical differ-
ences.

CONCLUSION

The outcome of the risk characterization analysis depends
considerably on the type and relevancy of the approach used
to account for data variability and/or uncertainty. First, it
should be emphasized that use of the conventional normal or
logistic distributions are pragmatic choices, and goodness-of-
fit statistics and graphical inspection should therefore be used
to select the most appropriate distribution for the collected
exposure and toxicity data, as shown here with threshold dis-
tributions for Zn. Second, the probabilistic assessment con-
siders the quantitative information for the full range of possible
Zn exposures in the aquatic environment and species sensitiv-
ity to Zn. This approach may therefore be considered as being
more realistic compared to the conventional deterministic
framework, which uses (conservative) point estimates of both
exposure (PEC) and effect (PNEC), even if based on proba-
bilistic methods. Probabilistic risk assessment estimates the
probability that an environmental concentration exceeds the
species sensitivity. In the present study, a probabilistic median
risk of between 0.5 and 0.6%, depending on the inclusion of
background correction, was obtained from the best-fitting dis-
tributions. It is therefore suggested to use this approach for
the assessment of potential environmental risks from data-rich
substances, such as Zn.
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