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Abstract

This paper presents a set of tools developed to support an innovative methodology to design and upgrade wastewater treatment systems in
a probabilistic way. For the first step, data reconstruction, two different tools were developed, one for situations where data are available and
another one where no data are available. The second step, modelling and simulation, implied the development of a new simulation platform and
of distributed computation software to deal with the simulation load generated by the third step, uncertainty analysis, with Monte Carlo sim-
ulations of the system over one year, important dynamics and stiff behaviour. For the fourth step, evaluation of alternatives, the evaluator
tool processes the results of the simulations and plots the relevant information regarding the robustness of the process against input and param-
eters uncertainties, as well as concentrationeduration curves for the risk of non-compliance with effluent and receiving water quality limits. This
paper illustrates the merits of these tools to make the innovative methodology of practical interest. The design practice should move from
conventional procedures suited for the relatively fixed context of emission limits, to more advanced, transparent and cost-effective procedures
appropriate to cope with the flexibility and complexity introduced by integrated water management approaches.
� 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

Process choice and dimensioning of wastewater treatment
plants (WWTPs) is a particularly sensitive step to cost-effi-
ciently comply with regulatory standards. This step accounts
only for a small fraction of the up-front costs, but it can
lead to substantial savings over the life span of a plant if
done adequately.

With the new water quality based approach introduced with
the European Water Framework Directive (WFD) (CEC,
2000), the design of the systems is far less predetermined
and the options to meet the goals become much more numer-
ous, due to the wider system boundariesdthe integrated
wastewater system includes the draining catchments, sewers,

WWTPs and receiving watersdwhich make that the options
available to the decision maker are the combinations of all
options available for each of the subsystems. Therefore, new
(model-based) design methodologies must be developed in
order to be able to cope with such increased complexity in
a cost-efficient way. Achleitner et al. (2007) developed
a tool which can perform fast long-term (e.g. 20 years) simu-
lations of the integrated wastewater system focusing on
hydraulic phenomena and using very simplified models for
pollution processes. Fu et al. (2008) and Vanrolleghem at al.
(2005) show examples of detailed mechanistic models for
real time control (RTC) of the integrated wastewater system
based on receiving water quality criteria. A tool which goes
in the direction of automated design (limited to WWTPs) is
presented by Rivas et al. (2008).

The real-life application of models and software for inte-
grated modelling of urban wastewater systems (WWTP, sewer
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and river) encounters several problems due to their complexity.
First of all, it is very difficult to obtain the data required to cal-
ibrate such models that contain a large number of parameters.
The inputs to these models are very uncertain because of the dif-
ficulty and cost of collecting the high frequency (hourly-basis)
data, the extensive periods needed to cover seasonal variability
and the scattered responsibilities in collecting the data.

Another issue is the large number of equations involved,
which makes simulations of integrated models very time con-
suming. This is further aggravated by the fact that the many
different time scales of the modelled process make the model
stiff, therefore slower to be integrated with most of the numer-
ical solvers. A possibility to overcome this problem and have
much faster simulations is to use ‘‘black-box’’ models like
artificial neural networks (Ráduly et al., 2007), at the cost of
losing the flexibility of mechanistic models with regard to
modifications of the system layout and of restricting the
domain within which the model is valid.

On top of that, the already heavy calculation burden is
increased by several orders of magnitude when uncertainty
assessment is included, as this typically requires Monte Carlo
simulation.

A systematic methodology to evaluate system design/up-
grade options under the above difficult conditions has been in-
troduced in Benedetti et al. (2006a). This methodology would
be of limited practical use without the support of adequate
software tools. This paper illustrates the tools developed for
the steps constituting this methodology. The four steps are:
(1) data collection and reconstruction, (2) modelling and sim-
ulation, (3) uncertainty assessment and (4) evaluation of alter-
natives, based both on effluent quality (emission-based) and on
receiving water quality (immission-based).

2. Tools for data collection and reconstruction

A weak point in many simulation studies is the limited
availability of long time series representing realistic dynamic
influent disturbance scenarios. There is a necessity to have ad-
equate influent time series because the natural diurnal, weekly
and seasonal variations and episodic events (e.g. ‘‘first flush’’
induced by rain events) represent the main process
disturbance.

In the presence of some actual data, influent time series can
be reconstructed, using available measurements and making
assumptions on the influent properties (e.g. as in Bixio
et al., 2002 and Devisscher et al., 2006). In case of the com-
plete absence of data, a realistic influent time series can be
generated by a phenomenological model of the sewer catch-
ment driven by rain series, which is typically available for
the region of concern (Gernaey et al., 2005).

A tool has been developed in Matlab/Simulink to account
for these situations, as explained below.

2.1. Case with some data available

The approach taken in this case can be summarised as
follows.

If sufficient daily measured flow rate values are available,
they are used directly, and classified into dry and wet days.
Given the scarcity of water quality data, the pollutant load is
computed from seasonal averages. To these synthetic daily se-
quences, factors are applied to account for weekends, or for
first flush events (identified by checking whether a rain event
appears after a number of dry days or after a rainy day)
when different empirical factors are applied for particulate
and soluble compounds. A daily pattern is applied to the
flow rate, and concentrations are calculated from load and
flow rate. An example is shown in Fig. 1.

If daily flow rate values are not available, they are generated
from a seasonal Poisson distribution, after which they undergo
the same treatment as the flow rate values taken from data.

2.2. Case with no data available

A simple phenomenological model was implemented,
aimed at providing realistic WWTP influent dynamics without
pretending at any point to provide a basis for studying urban
drainage system mechanisms in detail.

Three basic modelling principles were applied: (1) model
parsimony, limiting the number of model parameters as
much as possible; (2) model transparency, for example by us-
ing model parameters that still have a physical meaning; (3)
model flexibility, such that the proposed influent model can
for example be extended easily for other applications where
long influent time series are needed.

The proposed influent model produces dynamic influent
flow rate and pollutant concentration trajectories. An example
of the model structure relative to flow rate is shown in Fig. 2.

Water flows are generated adopting per capita discharges in
households and industry (with daily, weekly and seasonal pro-
files), by rainfall-runoff on impervious surfaces connected to
the sewer and by infiltration in the sewer from the soil
compartment.

Fig. 1. Example of a synthetically generated influent series and real data. From

Devisscher et al. (2006).
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The soil is modelled as a variable volume tank with the
level being function of rainfall on pervious area and of an in-
fluent with seasonal variation representing the upstream aqui-
fer. If the water level in the soil tank is higher than the invert
level at which the sewer is placed, infiltration occurs at a rate
function of such water level.

Rainfall can be either given as measured data (input file) or
generated by a simple rainfall model.

The sewer is modelled as a series of tanks with variable volume
describing flow propagation. The size of the sewer system can be
selected, assuming that a relatively small sewer system will result
in sharp diurnal concentration peaks, whereas a large sewer sys-
tem will result in smooth diurnal concentration variations.

The example given in Fig. 3 shows how that effect is
achieved. In the case of very small sewer networks, all the inflow
passes only through the line with one block (each block consists
of three tanks in series), while with a large sewer network the in-
flow will be evenly distributed to the four parallel lines. The
model actually allows to choose to have up to eight parallel lines.

Pollutant loads are generated adopting per capita dis-
charges in households and industry (with daily and weekly
variations) for soluble COD, particulate COD, total nitrogen
and total phosphorous. Sedimentation and re-suspension equa-
tions are included in the sewer model, to obtain a ‘‘first flush’’
effect under the appropriate conditions. Stormwater pollution
was not included in the model, as a simplifying assumption.

Noise is added to all generated quantities in order to repro-
duce the variability of the phenomena. Fig. 4 shows an exam-
ple of a generated influent time series.

For more details on the phenomenological model summar-
ised above, the reader is referred to Gernaey et al. (2005).

The production of a yearly influent file with data every
15 min for a system with large sewer network takes less
than 5 min on a Pentium 4 machine with a 3 GHz processor.

3. Tools for modelling and simulation

3.1. Models used

In case an immission-based evaluation of the alternative
measures is required, the models of the involved sub-systems
(catchment, sewer network, WWTP, river stretch) must be im-
plemented and integrated. Each component of the system un-
der analysis needs to be appropriately modelled and then the
sub-models must be linked to be able to simulate the behav-
iour of the whole system. In this study, the components mak-
ing up the studied system are the WWTPdcomposed of
activated sludge tanks and settlersdand a river stretch. The
sewer system is modelled by the influent data generator.
More details on the models usedda slightly modified (by Ger-
naey and Jørgensen, 2004) Activated Sludge Model no. 2d
(ASM2d; Henze et al., 2000) for the activated sludge units,
the model of Takacs et al. (1991) for the secondary settler
and a simplified version (by Solvi et al., 2006) of the River
Water Quality Model no. 1 (RWQM1; Reichert et al., 2001)
for the river stretchdcan be found in Benedetti (2006).

As the focus of the illustrative case study used here is on
the WWTP design, Table 1 briefly introduces the WWTP con-
figurations that were compared in terms of different criteria
with the methodology described by Benedetti et al. (2006a).
They were all designed to treat 30,000 PE under Oceanic
climate conditions, following the German ATV guidelines
(ATV, 2000). It is an extract of a wider comparison involving
all combinations of three plant sizes under four climatic
conditions (see Benedetti, 2006).

3.2. Simulation software

A new modelling and virtual experimentation kernel for wa-
ter quality systems has been developed in order to be able to
cope with the large computational load implied by the one-
year simulations of complex WWTP layouts. This kernel was
named ‘‘Tornado’’ and it is included in the new generation of
the WEST� product family (MOSTforWATER, Kortrjik, Bel-
gium), as well as in several other products and projects.
WEST (World-wide Engine for Simulation, Training and auto-
mation) is a multi-platform modelling and experimentation sys-
tem (Vanhooren et al., 2003). It allows to construct models and
conduct virtual experiments on any kind of system that can be
represented by differential algebraic equations. The WEST sim-
ulator was originally used mainly for simulation of wastewater
treatment plants and an extensive WWTP model base is avail-
able. The model base plays a central role in WEST. In this
model base, models are described in a high level object-oriented
declarative language specifically developed to incorporate
models. The model base is aimed at maximal reuse of existing
knowledge and is therefore structured hierarchically. It is to be
stressed that WEST has an open structure, i.e. the user is
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Fig. 2. Schematic representation of the influent flow rate model; aH is the

fraction of impervious surface. From Gernaey et al. (2005).
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Fig. 3. Schematic representation of the sewer model.
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allowed to change existing models and define new ones as
needed, taking full advantage of the reusability of the already
existing models. Next to the wastewater treatment models, a run-
off/sewer model based on KOSIM (Solvi et al., 2005) and the
RWQM1 (Reichert et al., 2001) are now implemented in this
package and run in simultaneous simulations mode e.g. for in-
tegrated RTC investigations (Vanrolleghem et al., 2005).

Most important issues during the development of Tornadowere
versatility and efficiency. It is argued that classical approaches
such as the adoption of general purpose simulators, custom codes
and/or domain-specific simulators all have specific disadvantages
(e.g. absence of a specific model base, lack of flexibility, execution
of non-compiled code). Therefore, a need arose for a kernel that
offers a compromise between versatility and efficiency.

Tornado was developed in Cþþ using advanced language
features, yielding a code base that offers fast execution,

portability and increased readability. The software is com-
posed of strictly separated environments for modelling and
virtual experimentation. The modelling environment allows
for the specification of complex ODE and DAE models in ob-
ject-oriented, declarative languages such as MSL (Vanhooren
et al., 2003) and Modelica (Fritzson, 2004). A model compiler
translates these high-level models into efficient, flattened code.
The experimentation environment allows for running atomic
virtual experiments (such as simulations and steady-state anal-
yses) as well as compound experiments (optimisations, sce-
nario analyses, etc.) on the basis of flattened models. Details
on Tornado can be found in Claeys et al. (2006b).

As an example of performance a low loaded activated sludge
treatment system (LLAS) model (with chemical P-removal,
several controllers and modified ASM2d in eight tanks, for
a total of 5109 parameters (many of these having the same
value), 4210 algebraic variables and 276 derivatives), running
for 50 days in steady state and 415 days in dynamic conditions,
with input and output data every 15 min, using WEST version
3.7.3 (which includes Tornado) required only 31 min to execute
on a Pentium 4 machine with a 3 GHz processor. Using WEST
version 3.7.2, it took 140 min. The reasons why Tornado
performs better than WEST 3.7.2 are:

� in Tornado, overhead has been kept to a minimum. In par-
ticular, only essential operations are part of the simulator’s
inner loop, other operations are automatically moved by
the model compiler to a section containing initialisation
code (e.g. computation of conversion factors for unit
conversion).
� Tornado is more configurable than WEST, which has an

impact on performance since what is not needed can be
switched off (e.g. unit conversion, bounds checking).
� Tornado supports executable models consisting of Initial

computations, State computations, Output computations
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Fig. 4. Example of input (rain, bottom) and output (Total Kjeldhal Nitrogen (TKN), top) of the influent generator.

Table 1

Plant configurations

Short name Description COD TN Chem-P Bio-P

A2O Anaerobic-anoxic-oxicdlow

loaded system

X X X

AO Anaerobic-oxicdhigh loaded

system

X X

BDNP Biodeniphodlow loaded

system

X X X

BDN Biodenitrodlow loaded

system

X X

HLAS High loaded activated sludge X

LLAS Low loaded activated sludge X X X

LLAS_PS LLAS with primary settler X X X

OD_bioP Oxidation ditchdlow loaded

system

X X X

OD_simP Oxidation ditchdlow loaded

system

X X X

UCT University Cape Towndlow

loaded system

X X X
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and Final computations. Initial and Final computations are
only executed once. State computations are computed at
every minor time-point. Output computations are only ex-
ecuted at major time-points. WEST 3.7.2 on the other
hand executes State and Output computations at minor
time-points too.

4. Tools for uncertainty assessment

An issue when dealing with models is the uncertainty
linked to their predictions. Probabilistic design, which is the
combination of probabilistic modelling techniques with the
currently available mechanistic models, provides a solution
to this issue in the case of model-based design of a system
(Bixio et al., 2002).

The adopted methodology makes use of Monte Carlo sim-
ulations (McKay, 1988) to propagate model parameter uncer-
tainties into the model predictions and has been described in
Benedetti et al. (2006a). The uncertain parameters and their
probability density functions (PDFs) are listed in Table 2,
and were selected according to previous studies (Reichert
and Vanrolleghem, 2001; Rousseau et al., 2001). In this sec-
tion the proposed probabilistic descriptors are introduced,
and the methodology is evaluated concerning the convergence
of the Monte Carlo (MC) simulation and the sensitivity of the
results to the adopted PDFs. The software used for distributed
simulations is also briefly described.

4.1. Probabilistic descriptors

Due to the large amount of data resulting from the simula-
tionsdlong time series with frequent data points for each MC
simulationdsome user friendly way to present and summarise

the data had to be devised. Below, the three main ways which
were developed and used in this work are described.

4.1.1. Percentile polygons
Two examples of uncertainty visualisation are given; on the

left side of Fig. 5 for each of the 10 configurations compared
in the example case study, a cloud of 100 dots is plotted, each
dot representing the yearly average of the effluent quality in-
dex (EQI) and of the total costs (TC) for one particular MC
simulation; on the right side, each cloud is summarised by
a polygon joining the 5th and 95th percentiles for the two vari-
ables and by a marker for the 50th percentile. The EQI and TC
calculations are based on the Benchmark Simulation Model of
Copp et al. (2002) and are used as an example of general eval-
uation criteria; of course, ad hoc evaluations can be performed
for specific criteria of interest (e.g. N removal vs. energy
costs). An important property of such graphs is that the larger
the projection of a configuration’s polygon on an axis is, the
larger is the uncertainty of that configuration for the variable
associated to that axis. For a description of EQI, TC and the
performed data processing, please refer to Section 5.

4.1.2. Concentrationeduration curves and box-plots
Another way to look at uncertainties for dynamic simula-

tions is by means of concentrationeduration curves. In con-
trast with yearly averages, these descriptors allow to
summarise both the dynamics and the uncertainty information.
From Fig. 6 (left graph) it can be deduced that with the con-
sidered plant configuration, it is 95% sure that the threshold
of 15 mg L�1 of TN is not exceeded for more than 32% of
the analysed period (one year), in case the effluent is measured
by means samples every 15 min.

To be able to compare several alternatives, a threshold can
be chosen, and for each alternative the statistics for the 100

Table 2

Uncertain parameters listed with their statistical properties; for an explanation of the parameters name, refer to Benedetti (2006), Henze et al. (2000) and Gernaey

and Jørgensen (2004)

Name Original PDFs Alternative PDFs Unit

Probability

density

function (PDF)

Mean

(mode)

Minimum Maximum Standard

deviation

Probability

density

function (PDF)

Mean

(mode)

Minimum Maximum Standard

deviation

fS_F Triangular 0.375 0.3 0.45 e Uniform e 0.3 0.45 e e

fX_S Triangular 0.68 0.544 0.816 e Uniform e 0.544 0.816 e e

mH Normal 6 4.8 7.2 0.4 Triangular 6 4.8 7.2 e d�1

mAUT Normal 1 0.8 1.2 0.067 Triangular 1 0.8 1.2 e d�1

mPAO Normal 1 0.8 1.2 0.067 Triangular 1 0.8 1.2 e d�1

mH_bH Uniform e 9.2 11.4 e Triangular 10 9.2 11.4 e e

mAUT_bAUT Uniform e 4.6 5.7 e Triangular 5 4.6 5.7 e e
mPAO_bPAO Uniform e 4.6 5.7 e Triangular 5 4.6 5.7 e e

hNO3_Hyd Triangular 0.6 0.48 0.72 e Uniform e 0.48 0.72 e e

hNO3_Het Triangular 0.8 0.64 0.96 e Uniform e 0.64 0.96 e e

hNO3_PAO Triangular 0.6 0.48 0.72 e Uniform e 0.48 0.72 e e
KO_A Triangular 0.5 0.25 0.75 e Uniform e 0.25 0.75 e g O2 m�3

YPO Triangular 0.4 0.32 0.48 e Uniform e 0.32 0.48 e g Pg COD�1

hNO3_Het_d Triangular 0.5 0.4 0.6 e Uniform e 0.4 0.6 e e

hNO3_P_d Triangular 0.33 0.264 0.396 e Uniform e 0.264 0.396 e e
hNO3_Aut_d Triangular 0.33 0.264 0.396 e Uniform e 0.264 0.396 e
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simulations are summarised by means of box-plots, showing
the percentiles relative to the exceedance period, e.g. as shown
in Fig. 6 (right graph) for the above-mentioned plant configu-
ration with the threshold fixed at 15 mg L�1 of TN.

4.1.3. The relative reliability index
An important criterion that has also been introduced is

a measure to summarise the model output uncertainties in
one number: the relative reliability index (RRI). Starting
from the yearly averages of a variable (e.g. 100 values as in
the left side of Fig. 5), the RRI is the average of that variable
for all the configurations in the comparison divided by the
standard deviation of the 100 values, to normalise the magni-
tude of the standard deviation. It is further normalised by
dividing it by the average RRI for all configurations, so that
the values of the RRI have an average of 1:

RRIXc ¼
Pn

i¼1 Xc
i

�
n

sXc

=Pp
j¼1

Pn

i¼1
X

j
i

�
n

s
Xj

p
ð1Þ

where X is a variable (e.g. yearly average of COD), c is a con-
figuration, n is the number of MC samples (100), sXc is the
standard deviation of variable X for configuration c, and p is
the number of configurations (10).

It gives a measure of how stable the performance of the
configuration is when it is subjected to variations in model pa-
rameters. It can be calculated for every single variable or for
a combination of them (just by summing the RRIs for the stud-
ied variables), e.g. in the case of two variables, the RRI is (in-
versely) related to the perimeter of the polygons in Fig. 5
(right side) as can be seen in Fig. 7.

4.2. Assessment of convergence

For each combination of plant configuration, size and cli-
mate, 100 parameter combinations were sampled from the
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parameter space using Latin Hypercube Sampling (LHS) to
perform the MC uncertainty assessment. This number of sim-
ulations was found to be sufficient to reach convergence of the
simulation output distributions.

In Fig. 8, the convergence of the distribution of the pre-
dicted NH4 effluent concentrations for the LLAS configuration
is shown. To obtain that graph, for each of the 100 simulations
the NH4 concentration effluent time series (data each 15 min,
for a total of 35,040 data points in one year) is divided into 20
concentration intervals (classes) and the occurrences (frequen-
cies) in each class are counted (see Fig. 9 for a histogram for
one of the 100 simulations). Then in each of the 20 classes the
average frequency for the first i simulations is plotted against i
(the lines in Fig. 8), with i from 1 to 100. When these average
frequencies stabilise around some values, one can state that
convergence is reached. In our case, this appears to have al-
ready happened with less than 100 simulations except for
the classes in which only few occurrences accumulate (i.e.
at high ammonium concentrations). The 20 classes are centred
at values from 1.2 g NH4 m�3 (class 1 and most frequent) to
5.1 g NH4 m�3 (class 20 and least frequent).

The discontinuitiesdevident especially with low-frequency
classes (high values of NH4) and when only a small number of
MC simulations has been accumulated (left side of the graphs
in Fig. 8)dare caused by simulations which are characterised

by a particularly high NH4 average throughout the year (e.g.
caused by a low nitrifier growth rate in winter). Such MC sim-
ulations strongly increase the frequency of medium and low
frequency classes when the average is calculated over a small
number of simulations.

4.3. Sensitivity to probability density functions

Another issue is the choice of the PDF for each of the un-
certain parameters. To assess the importance of this choice of
PDF, a MC uncertainty analysis was performed for the Biode-
nipho configuration with two different sets of PDFs (Table 2).
In Fig. 10 an example of the comparison between the two MC
analyses with two different PDF sets is shown.

It is evident that the alternative PDF set leads to some more
uncertain outputs. This result was expected since in the alterna-
tive PDF set more uniform distributions are used than in the
original set. Uniform distributions with the same minimum
and maximum contain less information (more uncertainty)
than triangular or normal distributions. Therefore, more uncer-
tainty is propagated in the simulation outputs. This leads to the
conclusion that care should be taken in choosing the PDFs for
the MC analysis and that in case little information is available
on the parameters, it is advisable to adopt uniform distributions
in order not to underestimate the model prediction uncertainties.

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5
x104 

simulations

f
r
e
q
u
e
n
c
y

0 10 20 30 40 50 60 70 80 90 100
0

20

40

60

80

100

120

140

160

simulations

f
r
e
q
u
e
n
c
y

f
r
e
q
u
e
n
c
y

0 10 20 30 40 50 60 70 80 90 100
0

2

4

6

8

10

12

14

16

simulations

f
r
e
q
u
e
n
c
y

0 10 20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

simulations

Fig. 8. Convergence for 20 classes of NH4 output for LLAS; from left to right and from top to bottom: classes 1e5, 6e10, 11e15 and 16e20.
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4.4. Distributed simulations

The number of necessary simulations for scenario analysis
tends to be large, especially with MC-based uncertainty
assessment. To reduce this computational burden, tools that
distribute simulations over idling PCs available in a local net-
work are under development and were used in this study
(Claeys et al., 2006a). A framework for the distributed execu-
tion of simulations on a potentially heterogeneous pool of
work nodes (Linux/Windows) has been implemented. It was
named ‘‘Typhoon’’ and has been built on top of technologies
such as Cþþ, XML and SOAP. It was designed for stability,
expandability, performance, platform-independence and ease
of use.

To show how the feasibility of the proposed methodology of
probabilistic analysis is dramatically increased by the develop-
ment and use of Typhoon, Fig. 11 shows the comparison of the

execution of a batch of 100 MC simulations of the LLAS model
with the previous version of WEST (3.7.2), with the latest ver-
sion of WEST (3.7.3) which includes the new simulation kernel
Tornado, and with the cluster available for this study (16 Linux
machines with 3 GHz processors) using Typhoon.

It is obvious that the distribution of parallel simulations to
a group of available PCs gives a major reduction in calculation
time.

5. Tools for evaluation of alternatives

Water quality standards are already incorporated in most of
the current legislations in most countries. The immission-
based evaluation allows to identify the effect of measures on
water quality and is complementary to the emission-based
evaluation which is also part of the ‘‘combined approach’’ in-
troduced by the WFD.

The comparison of alternative scenarios can be based on
performance criteria that can be grouped into two categories:
environmental and economic criteria. The weight attributed
to them in the decision making process depends on the specific
situation of the project. For both categories uncertainties are
computed, and therefore risk issues can be analysed.

All evaluations of alternatives concerning environmental
and economic performance as well as associated uncertainties
were performed by automatic post-processing of the output
files generated by all MC simulations by using Matlab scripts
created ad hoc. Using the concept of post-processing of MC
simulation data stored in files allows to perform such evalua-
tions without the need to re-run all simulations (which is the
time-consuming part of the study), but just performing again
the post-processing with different values for costs and for
the weights used to calculate indexes. For example, the pro-
cessing of a batch of 100 MC output files of the mentioned
LLAS model (each containing 12 MB of data) required
10 min to execute on a Pentium 4 machine with a 3 GHz
processor.

Examples of obtained evaluation results can be found in
Benedetti (2006) and Benedetti et al. (2006a,b).
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LLAS.

50 55 60 65
5

6

7

8

9

10

11

12

13

COD [mg/L]

T
N
 
 
[
m
g
/
L
]

Biodenipho
Biodenipho_PDF

50 55 60 65
5

6

7

8

9

10

11

12

13

COD [mg/L]

T
N
 
[
m
g
/
L
]

Biodenipho

Biodenipho_PDF

Fig. 10. COD and TN average concentrations for two different PDF sets for Biodenipho as cloud of dots (left) and as percentile polygons (right); in the legend,

Biodenipho is with the normal PDF set and Biodenipho_PDF with the alternative PDF set (with dotted line for the polygon).

1089L. Benedetti et al. / Environmental Modelling & Software 23 (2008) 1082e1091



Author's personal copy

6. Conclusions

This article introduced software tools that were developed
to support the use of a systematic methodology to design cor-
rection measures in urban wastewater systems, and this was
illustrated by the example of WWTP design.

The generation of realistic long-term influent time series to
be fed to the WWTP models is done with a new phenomeno-
logical model of the draining catchment and sewer system.
One-year time series with data every 15 min are produced
which realistically represent the influent dynamics with time
scales varying from minutes (e.g. first flush effect) to months
(e.g. seasonality in infiltration rate).

It is deemed that modelling results should always be ac-
companied by information on the confidence of the predic-
tions. To deal with the large amount of simulated data
generated from the long-term time series in a MC simulation
context, some probabilistic descriptors were developed,
namely the percentile polygons, concentrationeduration
curves with uncertainty bounds and the relative reliability
index. The propagation of the uncertainty on model parame-
ters was performed by means of MC simulations making use
of Tornado (a new simulation kernel for the WEST software)
and of Typhoon, a software tool developed to distribute the
large number of MC simulations on a network of computers.
Both developments dramatically reduce the simulation time
necessary to apply the proposed methodology.

With the use of the innovative tools introduced in this paper
it was possible to generate the probabilistic data to compare 10
plant layouts on their benefit/cost/risk in no longer than 2 days.
It is therefore deemed to be of practical consideration for prob-
abilistic design in the wider decision-making context of river
basin management introduced by the WFD.
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